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CHAPTER ONE

INTRODUCTION

1.1 The Problem

A variety of military missions rely on the ability of an airborne
observer to detect and identify ground objects as possible targets for
weapons carried by aircraft or launched from ground sites, These missions
include the close air support of ground troops, interdiction of roads
and rivers, search and destroy missions, and reconnaissance, surveillance,
and intelligence-gathering missions. These missions are flown in a variety
of aircraft, under a variety of weather and atmospheric conditions, and
with a variety of sensors and aids available to the observer, All these
missions have cne th~ng in common; they rely on the ability of the human
eye/brain combination as the initiator of the sequence of events which
leads either to a successful, or unsuccessful mission. In mobile targets,
real-time or near real-time target acquisition missions are required
because the information is of less value if not immediately used.

Although automatic target detection methods are being actively pur-
sued which mLy possibly supplant the human observer in this important task,
no feasible method has been developed which has the combined flexibility,
programmability, quick response, ability to reject clutter, resolution,
ability to respond to small contrast, ability to adjust to low and high
ambient illumination (dynamic range), shape and contour matching ability,
ability to detect anomalies in the scenic content, and ability to detect
movement and changes as the human observer. Small weight and volume make
the human observer a very effective sensor and data analyzer, Because
the visual scene is continually changing, and a large number of variables
affect the probability of detecting and identifying targets, it may never
be possible to completely automate the target acquisition process. The
difficulty and costa associated with automating ta?&et detection/identi-
fication make it necessary to optimize the sensor and processor of infor-
mation. The best possible display is needed to provide cueing and navi-
gational aids, and reduction of false targets (clutter) in the acene.
This requires the best of sensors, and sometimes even the changing of
system or mission parameters.

Since World War 11, steady interest has been shown in tLe target
acquisition process in the Armed Forces avd in the research and develop-
ment establishment. During the early day.s of World War I, the Armed

'" Forces Vision Committee was established, Their early work was motivated
by the Anti-Aircraft Artillery (AAA) requirement for ground observers to
search for low altitude targets while airborne observers visually searched

i-



II

the tjea or ground for targets. Recent renewed interest in t,.rget aicquisi-
tion has retulted from the development of surface-to-ai missileti (SA0's),
radar directed accurate A"%, and recent tactical operations in Jungl( and
low visibility environments. 'the new types of sensors such as Forward
Looking Infrared Systems (FLIR) and Low Light Level TV have also increased
the use of displays such as cathode ray tubes in target acquisition.

A recent symposium on target acquisition concluded that "the state-
of-the-art in missile design and guidance systems has far outstripped
the ability of the human operator to acquire ground targets at maximum
launch ranges" (Payne, 1972). Modern weapon capabilities make it impera-
tive that targets be detected and identified while the aircraft is still
far enough outside the enemy's defensive capability to launch its weapon
(or designate it to a weapon system) and leave the area fast. Launch
and leave weapon systems are being designed which will help the pilot/ob-
server do this effectively. The limiting factor in all these systems is
still the inicial target detect/recognize task. Figure 1-1 (taken from
Payne, 1972) illustrates the problem in terms of slant range. Exper-
ience in both operations and in flight testing indicates that under ideal
conditions, far less than 100 percent of available targets are usually
detected. The figure is reduced considerably when conditions are not
ideal, i.e., when camouflage, terrain masking, and low level, high speed
search is involved. When long slant range requirements are added, the
success figure is decreased proportionately. The operator reaction time
requirements in designating the target have produced system problems.
Some proposed airborne systems have had to be abandoned because they were
shown to be unfeasible by timeline analysic.

TARGET: TANK 0000 TYPICAL WEAPON

CONTRAST PERFORMAANCE'

1 5 - S

IsIU

AA
LIGHT AAAAASM

ACGUISITION

(LCTC5AND RELEASE WEAPONS)

5 10 15 20 25
DISTANCE - KM

Figuro 1-1. Weapon Capability versus Sensor Capability
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There are several ways in which this operational time/range problem
mty be solvted or mitigated.

1. The detection/recognition system may be optimized to make
better use of the operator's visual capability. This may
be done by using sensors better tuned to the environment/
target signature or by combining sensors to enhance the
target and hence its detectability.

2. Target cueing can be used to eliminate false targets and
take advantage of known facts about the target. Other types
of systems such as radar and navigational gc.r can also be used
to cue the target or target area.

3. Particular operational missions can be designed to maximize
the probability of target acquisition if the capability of the
human observer in different operational environments is known in
combination with the capability of the system available to do
the job.

4. Observers can be selected and trained to better use the
capability of the systems with which they have to work.

5. The display used by the observer can be optimized in
image quality (resolution, contrast rendition, and signal/
noise ratio) to give the best possible information and data
needed for the target acquisition task. Display size,
viewing distance, system magnification, gain, polarity, and
contrast settings should be matched to human visual requirements
to take advantage of human spatial and temporal integration and
discrimination capability. If a raster scan display is used,
scan rates, interlace, sampling rates, and other IV parameters
can be optimized to improve the display visually.

It can thus be seen that target acquisition capability depends for
the most part on:

1. Environmental and mission-related factors; mission require-
ments, terrain, weather, weapon capabilities.

2. ..r..un.. .... pment related Z6cLors; data processing,
cueing, display, designation, instrumentation, etc.

3. Human Factors; training and selection, visual response
capability and requirements, compatibility, and inter-
facing, cognitive aspects.

All these factors affect target acquisition performance. Although
considerable work has been done in each of the above areas, there is a
continuing need to organize and integrate the data into a form which is
meaningful to a system designer, to operations or mission planners, and



to b,-sic or applied researchers in each of the areas. This need exists
due to the breadth of technelogy and the large number of professional
disciplines involved in target acquisition. Technology in this area is
moving so fast that comprehensive reviews often are obsolete soon after
publication.

There is also need for an organization of specialists In the target
acquisition area, in the recent past, the Infra-Red Information Symposium
(IRIS) has provided a clearing house for target acquisition data with
emphasis on IR technology. The classified nature cf the IRIS meetings
has limited membership and attendance at the specialty group meetings.
The formation of a Department of Defense Target AcquibItion Working Group
(TAWG) has the promise of providing increased impetus to the application
of research and analysis of target acquisition by encouraging standardi-
zation of nomenclature and measurement techniques, and by recommenuing
government funding of critical work needed.

1.2 Boundaries of This Source Book

Target acqui3ition technology is too broad to be adequately covered
by one document and provide maximum utility to the wide range of concerned
personnel. This source book is primarily intended to cover the following
aspects of target acquisition to the depth required:

1. Air-to-ground target acquisition only. Consideration of
space and time makes it necessary to exclude ground-to-air
from discussion, as well as ground-to-ground and air-to-air
acquisition problems, However, due to the similarities among
these areas, the reader may wish to generalize to those cases,
He is cautioned to do this with the requisite safeguards for
such an extension.

2. Real-time target acquisition is the primary concern although
target acquisition by means of photographic or near real-time
systems or otherwise related recorded imagery is involved
peripherally. The photographic target acquisition area is a
separate problem and involves some other sets of independent
and dependent variables.

3. Target aciqu-itIon using direct visual and real-time
electro-optical (E-O) target acquisition aystemi is "ddresced
by way of the display. RCal-time E-O is defined here as
television or forward-looking infrared (FLIR) generic type
systems. No attempt is made to discuss target acquisition
by means of non-imaging radar, sonar, or other types of
devices.

4. The human factors aspects of target acquisition are stressed.
Although the man-machine interface in target acquisition is not
precisely defined, and there may be some controversy as to
what constitutes "Human Fectors Aspects," the oubJect is
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di.cussed as completely *,nd thoroughly as possible. For the

purposes of this book, Human Factors Aspects are defined as
those which involve human vision ultimately, as mediated by
the displuy parameters, viewing conditions, exposure time, level
of briefing and cveing, and decision related parameters, and
involve contrast or form discriminatio thresholds. Those
parameters that are primarily system or sensor related are
not covered in detail, except where they impact the human
in the system.

5. Although some important classified papers on target acquisition
have been reviewed and are referenced in the source book, to
keep this book unclassified and therefore maximally available,
classified material has been excluded. The bibliography, how-
ever, does include references to pertinent classified literature.

6. The emphasis in the book has been on the data of basic ard
applied research rather than on strictly applied work (related
to a particular system or aircraft and hence of limited gen-
erality).

The decisions to include and exclude mat-rial were made after
careful study and evaluation. All too often no two results of similar
experiments are ever quite the same. The best one can hope to obtain
from this tangle of data are rules which guide inquiry in the most
fruitful direction.

The target acquisition problem might also include research in tar-
get tracking, alignment, and inputting devices on the motor side of ac-
quisition. Obviously, these variables interact to an unknown degree and
in an unknown manner with the visual part of the target acquisition prob-
lem. At the present time, including response variables in target ac-
quisition results in a basically new target acquisition situ,.tion whose
effects on the dependent variables of detection/recognition range and
probability of detection/recognition are basically unknown and unpre-
dictable. When other complLcating factors such as differences in types
of sensors, measurement techniques, and operational conditions are added,
the problem is further compounded.

The major purposes of this source book are to start the process of
sorting out and to preliminarily evoluate the variables and their relative
importance to the search and acquisition process, to organize them mean-
ingfully, to make evaluation judgements *4here required, and to indicate
where data are available, where informatici is lacking ard where experi-
mentation can make the most efficient payot' by significantly reducitng
our ignorance. It is hoped thereby to provit'e a data source for systems
and design engineers involled in target acqusition design problems.

1.3 Definitions of Key Tertia

T'he majority of real-time air-to-ground target acquisition miseioios

are thoce involving combat air support. "17bus, the acquisition of tactical-
type targets is emiphasized. A clear deftition of terms is necessary in



di'cussing these missionts. The Glossary is a preliminary attempt to
obtain a standardized group of definitions which are acceptable to
specialists and users alike, and to indicate how these terms will be used
In this source bouk. Where poNsible the United States Department of De-
fense Definition of Military Terms has been followed. But only a small
number of the key terms were found to be applicable.

The target acquisition research area suffers from a lack of common
and agreeA upon definitions of terms. No one has stated the case better
than Blisv (1965):

"The three mott commnnly used and confused terms employed
to describe the visual problems of targeting are detection,
recognition, and identification. In general, they refer to
progressive refinements of target acquisition. Detection is
tle determination that some object is present at a location
compatible with its being the target; recognition is the
determination that the detected object is a member of that
subclass of objects for which the observer is looking (tanks,
trucks, ships, four-engined aircraft, or whatever); and ident-
ification is the determination of which member the target is
of the subclass of interest.

"In this report, targat acquisition is used as a generic
term to cover any or all aspects of targeting. Target ac-
quisition is thus a neutral term in that it can mean de-
tection, recognition, identification, or whatever problem of
targeting the test or experiment is concerned wtth. If the
target problem which a system has to solve in order to work
successfully is only target detection, then the system has
acquired its target when it has detected it; if the system
cannot go into operation until it has been provided the serial
number of the target, then it has not acquired its target
until it has identified it.

"In military operations, the problem of visual acquisition
of ground targets is actually five different problems, one
for each of five different missions: (1) reconnaissante or
surveillance, (2) navigation, (3) attack on targets of oppor-
tunity, (4) attack on targets identified in r.ebriefing,
and (3) vutored atta ",. .wI.th no earch nr limited search re-
quired. Each of these five missions presents a target ac-
quisition problem different from each of the others.

"For a given target in a particular background at a
particular hour on a specific day (and all other things
being equal), there is no reason to expect the same target
acquisition ranges for any two of these five missions.
Therefore, to be meaningful a discussion of target acquisition
(detection, recognition, identification, or whatever) must



be pref.aed by ii specification of the mission, and consider-
at ion of the significance of target acquisition ranges or
probabilities should be restricted to a particular mission.

4h In the studies conducted, this has almost never been done,
and the fact that it has almost never been done is one of
the important sources ot error in the design, conduct, and
:nterpretation of experiments and flight testa in this field.

"Four of the five missions described above require
preacquisition search. A tremendous complication is added

to the relatively simple problems of detection and recog-
nition by the requirement of searching for the target in a
moving visual field, but only a fraction of the tests and

experiments include search of a moving visual field as part
of the task.

"A final consideration of importance in the inter-
pretation of target acquisition work which is frequently not
treated explicitly in reports is the relationship between
what the observer was looking for and what he actually saw --
i.e., the correspondence between expectation and reality.
All sorts of elements go into making up the observer's
expectations -- prior experience with the type of mission
or experiment, familiarity with the particular stimulus
material (terrain), nature of the task (reconnaissance
versus attack; detection versus identification), type and
specificity of briefing (instructions; set), etc. The pre-
cise degree and kind of similarity between expectation and
actuality make a very great difference in probability and
range of acquisition. The foregoing considerations concern
the adequacy of the test design in the sense of whether the
test or experiment is designed to shed light on the actual
problem of interest or on some more or less remotely related
problem -- whose degree of remoteness may not be recognized
by the experimenter.

"An additional difficulty in target acquisition work
is that the term "target" is not specifiable in an ob-
Jective way. A target is anything that anybody is inter-

ested in finding and doing something about. It may have no
visual repr,ntation (an underground bunker); it may have
an ambiguous representation (a command post or headtnr. ,
iL Pay have a visual representation which changes drastically
with the aspect from which it is viewed (a tank) or the alti-
tude from which it is viewed (a radio tower) or the presence
or absence of sun and glint (a polished aircraft fuselage);
etc. This ambiguity does not prevent meaningful work on
specific targets, but it suggests that an all-inclusive
solvion to the problem of visual target acquisition is
unlikely." (pp. 3-5).



In this source book, the following key definitions will describe
the target acquisition process:

Perceptual Definition Operational Definition

Observer: The individual who is acquiring The pilot, or an assigned
targets. observer, either one, de-

pending upon the aircraft
type and the task required.

Target: The object class for which The assigned military object
visual search Is conducted. (prebriefed) or class of

objects of a certain type.

Detection: The observer decides an object The observer inspects the
present in his field of view object; observer takes what-
should be inspecteo further ever action is necessary to
(e.g., man-made object). further inspect object; e.g.,
Object may have been visible slew TV, zoom the FOV, look
before detection, but was not at object with eye.
distinguishable enough from
other objects to cause in-
spection decision.

Recognition:The observer decides the object The observer begins an at-
belongs to a patticular clasa of tack mode. Attack mode in-
objects (e.g., vehicle). There cludes designating target
are hierarchies of class namei; to fire control system, fly-
the particular hierarchy for ing aircraft as required
recognition decision is deter- (fly over or by target),
mined by acenario and prebrief- armament switching (e.g.,
ing. master arm on), etc.

{ Identifi- Observer decides obect is in Observer continues attack
cation: particular subclass within and cotmits weapon release.

class (e.g., tank). The sub-
classes are dependent upon
clanseso earn, nd pre-

briefing.

The definition of "detection" is a departure from a clasoical defini-
tion: the awareness of the presence of an object. The classical definition
might be equated to "psychophysically visible." The viaual field i,
usually full of visible objects; the fact that they can be senued is a
necessary, but not sufficient, condition for taking action. Tho defini-
tions given in the table are action-oriented and could be measured In a
real-world situation (simulated or operational).



t he term "t 1,uii" of objects Is intentioanal ly left In yernersl
terins, 4ihice -- although thv operational definition 4lwayto holds
(thie act ion taken in the same) -- class hierarchies can chainge with

thaniges In seenairlo, mihsion, briefing. and tactics.

1.4 State-of-the-Art of Targ~et Acquisitlon

Although it is a truism to say that the target acquisition pro-
cess is very complex, the statement bears repetition. Understanding
thisj complexity requires a knowledge of the basic and applivd disciplines
! nvolved. The target to the observer link involves:

1. The basic physics of che electromagnetic spectrum,
especially in the visual portion

2. The radiant energy properties of the scene being
viewed

3. The geomietry of the vieved scene

S4. the characteristics of the sensing and display syster

S. The capabilities And limitations of the human visual
system

6. The cognitive processes of the observer

7. The operational capabilities of aircraft.

Good research 4.n air-to-ground target acquisition rquires an
*applied physics-meteorological-electronic-phys, ologic4. ;.aychologit,

trained as a pilot nd with a broad experience in military operations.
This unlikely combination is hard to find, Those who are well exper-
ienced in one or more facets of the problem are likely to cmphasize
their area of interest and to overlook the equally complex problems
in other pertinent areas. Middleton (1952) in discuoing the inter-
disciplinary knowledge needed for an understanding of vision through
the atmosphere stated "...at the present time a worker in the fied
of vision through ths atmosphere is as likel.y to be a physiologist or
a psychologistI as a meteorologiat or a physicist. Forthe subject
straddles the diffuse border between psychology and physics, and i in
consequence regard d with mistrust by the sterner immigration offl ers
of bot ufThe,5. ' ite puriss of thyaic It iu n vorb de-e
sirable visitor because Its purse is not very well filled with nignifi-
cant figures, and to the psychological inspector it sees to have a
formidable array of mysterious symbols on Its passport..." (P-3).

Add to thiN list the design engineers who expect to find clear
design criteria for a target acquisition systemu, and the military
commander who fiiln to inderstand why his pilots Pre unable to locate

1/A
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tie t.rg1et with more precision. It seems incongruoud to each tpe-
ciaiist ol 1,hi own lield that air-to-groulld target acquisition iS not
yet a fine art after 60 years of research and development.

1.5 Study Findings

To compile this source book, the available open literature in
the area of target acquisition was reviewed, integrated, and evaluated;

- available data were collated and compared; diffeences among applied
and research oriented data, methodology, and objectives were assessed
and evaluated; and the applicability of all available data was applied
to go..ls and purposes. As a result of this study, it was concluded
that:

1. The target acquisition literature is voluminous. This
is demonstrated by :he size of the bibliography included
in this source book; over 1700 articles, books and reports
are cited.

2. The target acquisiticn area is interdisciplinary as
demonstrated by the number of different journals in
which target acquisition reports are published and the
disparate background of the authors.

3, The target acquisition area is not well defined conceptually,
experimentally, or in terms of recognized and standardized
terminilogy. It contains many mixed and overlapping con-

cepts and definitions. This is certainly due to its inter-
disciplinary nature, to differing enphaces and purposes,
and to the lack of an authoritative or evaluative organi-
zation to establish standards.

4. The target acquisicion area is "messy" because of the
large nwmber of ill-defined and Inadeciaately understood
variables involved, and because of the many interactive
effects among the critical variables.

5. Theory construction has primarily been limited to the
matheiatical. modeling of the target acquisft4 on process
with few validation studies and testing of sub-models.

6. Security considerations have litaited the interchanges
of data because many of the critical articles are
classified. Proprietary classification has also limited

7. There iL gulf between 'basic research data availability
and applicability and operational data requirements of
system designers. Target acquisition problems are complex
and difficult and this may be ona reason for the lack of
data applicable to applied problems.

. i_/o



h. Target acquf ;ition problems have no uimple .nswers, only
indicatort of poissible solutions. Popular concepts such
-is visual lobe, image quality, HTYA, S.), contrast ratios,
and resolution lines across the target hare attracted
enthusiastic supporters as an exploratory or sunrnative
concept only to be supplanted by another one sooner or
later. Each has been found to be only part of the answer.
No one concept can yet provide final and definitive pre-
dictive results. This is to be expected considering the
complexity of the field. No simple solution exists and
each new concept should be accepted tentatively, expecting
it to be ultimately replaced by a better ldci.

It is hoped that the reader will find this book useful, both in
those parts of it which concern his work and needs as well as in
related areas, and that he will draw his own concluslons about state-
of-the-art of target acquisition. Readers' coments, criticisms,
and evaluations are invited.

1.6 How to Use This Book

This book has been organized along traditional target acquisition

natural liaes of fracture, i.e., functional lines. There are separate
chapters on the human visual system, target and environmental factors,
sensing and display systems, search skills, mathematical modeling, and
the HTF approach to target acquisition. The Table of Contents and the
Tables of Target Acquisition Variables accompanyin& the Bibliography
provide the tools with which users can find particular data and/or
subjects of interest.

Every attempt has been m.de to include useful accepted data and
to organize them for maximum usefulness aod applicability, whether
the work consists of basic research data, applied or flight test data,
or is analytic in nature. In screening the studies, it is possible
that excellent studies were not included through oversight or lack of
time and availability. It is also possible that studies not up to
acceptable standards were inadvertently included. Tha complex process
of acquiring targets involves the control of many variables. The com-
plexity may be readily appreciated by consideriig the lists of pertinent
factors suggested by various investigators. Gottsdanker (1960) lists
nine general search-determinants, the majority of which are visual
factors. Bloomfield (1970) expands upon Gottsdanker to develop an ex-
haustive list of laboratory studies related to visual search. Addressing

the air-to-ground target acquinition problem, Greening and Snyder (1967)

list 12 general torget and environmentol variables or factors and
9 observer and dynamic variables. 7ranklin and Whlttenburg (1965) classi-
fied 24 variables no iortcnt for target acquisition in 7 major classi-
fications. Table 1-I prebents the general headings anA sub-factors
noted as important by each of the investigators cited above. Figure 1-2
notes the various elements in the target acquisition process included
in this Source Book; under each major element are variables that
are significant to some degree in the target acquisition process.

I-il
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The chapters are organized around the concepts presented in Hgure
1-2. First, Chapter 2 is a brief review of the pertinent properties
of the human visual system, basic to any understanding of finding tar-
gets. Chapter 3 considers the target-geometry-environment complex
in which any visual search for targets is conducted. Chapter 4 evaluates
the sensor-display parameters involved in using E-O systems to help ac-
quire targets. Chapter 5 considers the operator as he is involved in
visual search for targets. Chapter 6 considers the evaluation of the
target acquisitiot. process, i.e., the theoretical models used to predict
the real-time simulation models and field testing. Chapter 7 is a
summary in the form of design recommendationrs, operational impli-
cations, and research required. A Glossary of Terms with our recom-
mended definitions of those teris is presented. The Biblicgraphy cites
more than 1700 related references.

1.7 Conclusion

Chapter 1 has introduced the problem of target acquisition from
an operational standpoint, described the basic components of the target
acquisition problems, discussed the present state-of-the-art, and noted
the areas that follow where more detailed material is presented. A
tentative list of the critical variables involved has been presented to
indicate the boundaries and limits to the field. The obvious Inter-
disciplinary nature of the data and approaches militates against narrow-
ness of approach and viewpoint. The purposes and goals of the book were
discussed with suggestions oi how data could be found and used. It is
the basic tenet of this book, and it is hoped proven by the evidence
provided, that himat, factors are at the heart of the target acquisition
process and that the central determiner of system success is the ultimate
dependence on human visual performance. Prebent day systems depend on
human capability to search target areas for targets or target-like spots,
discriminate contrast, discriminate form or contour, "see" through noise,
visually integrate time and space, remember scene details, and note changes
in the observed scenes.

1.8 Summary

T.4s volume is intended as a source book. As much of the available
evidence pertaining to the target acquisition process as practicable has
been reviewed. An extensive bibliography has been compiled. Many of the
references cited in the bibliography as useful sources of data and inf or-
..t.O. i '416; nOtbee ..v.wed or cited in detail in the discussions of
target acquisition data. The approach chosen was to consider pertinent
reports or critical research where applicable. Reports or information
that provide further detail or corroboration may have been inadvertently
omitted or not considered in the text. It thus is possible that some
significant research may have been missed. Our search for unifying con-
cepts and for any practical simplification of the problems of finding
targets has not been especially fruitful. We thus have prepared a data



.,are, ,ne tj'ave where most sources of information can at least be
found. It is hoped that thia mass of material will provide cohesive and
useful Wnfkormation ;.hat will allow designers of target acquistiton syntew"i
to devw:,op and demonstrate the ultimate air-to-ground target acquisition
system At that point we will propose the preparation of a Target Ac-
quisition Handbook.
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CHAPTER TWO

PROPERTIES OF THE HUMAN VISUAL SYSTEM

The purpose of this chapter is to present enough basic information
about the functioning of the human visual system to help people from a
variety of fields understand how visual capabilities are involved in
target acquisltion. How the physical stimulus of light interacts with
the eye will be discussed. Important visual system properties Include
a description of the eye's ability to resolve spatial and temporal pat-
terns, and to perceive color distance and motion. The information pre-
sented is a background for the material in subsequent chapters. Key
references have been provided to assist the reader who may wish to ex-
plore certain topics in greater depth.

The discussion of spatial and temporal modulation transfer functions
(HTP) of the eye is relevant to infor.ation in chapters 3 and 4. Those
not familiar with 1TF of the eye should read this discussion.

2.1 Specification of the Physical Stimulus

This section consists of a brief presentation of the basic units of
light measurement, including a discussion of the similarities and dif-
ferences between the terms used by the physicist, and those used by the
p6sychologist. Basically, an energy source (light) emits energy at a
certain rate (radiant flux). The light falls on a surface. Some of the
energy is reradiated by the surface (irradiance). When that energy is in
the very narrow part of the electromagnetic spectrum called light the
terms are photometric; e.g., luminous flux and luminance. Among many
good sources for a more thorough and detailed treatment are Judd (1951),
Riggs (1965a), Wyezecki and Stiles (1967), and Akin and Hood (1968).

2.1.1 Radiometric vs. Photometric Units

The energy that stimulates the eye and is capable of giving rise to
a virs!w sensaten is ori gmIll nart of the electromagnetic spectrum.
The visible spectrum extends from approximately 400 nm (nanometers, i.e.,
meters x 10-9 ) to 750 nm. Perceived colors range from violet at the short
end of this speccrum, through blue, green, yellow, and finally to red at
the long end of the epectrum. There are several aspects, or dimensions,
of this radiation which hill be referred to from time to time throughout
the book. These include specificatJon of the total amount of energy per
unit time (power) radiating from a point source, the power per unit solid
angle, the power incident on a surface, and the power emanating from an



extended source. Two sets corresponding terms may be used to specify
these quantities. Hadiometric terms describe light in purely physical
.spects, while photometric terms provide an indication of the effectiveness
of the light as a stimulus for human vision. Historicaily, the two metrics
were developed independently; today, because of the adoption of certain
international standards, radiometric and photometric terms may be related
mathenmatically to each other.

The basic difference between the metrics is that while a radiometric
term is related to the total energy of the radiation without regard to
its wavelength distribution, the corresponding photometric term es-
sentially "corrects" for the capability of the human visual system to
respond to radiation of different wavelengths. That is, energy at those
wavelengths to which the visual system responds strongly is weighted
heavily; energy at wavelengths that the eye cannot see is visually
ignored. This distinction is stressed here because stimulus specification
will usually be in photometric terms throughout the book; however, in
certain instances a radiometric term must be used. Although only photo-
metric terms are precisely correct for light energy as seen, the radio-
metric terms are not incorrect descriptors when discussing light. For
Instance, in specifying the stimulus to a certain (non-human) sensor,
the radiometric term would be more appropriate.

Radiometric Units. To describe the total energy per unit of time
emanating from a point source in all directions, the term radiant flux
is employed. This term is therefere an expression of the power, P,
radiating from the source, and is commonly measured in watts. The
radiant intensity of this source is the amount of flux radiated per unit
solid angle, or steradian, around a point source, and is 1/41 of the
radiant flux from the source. To describe the radiation incident on a
surface, the term irradiance is employed, which is expressed ae watts
per square meter of surface area. Irradiance is inversely proportional
to the square of the distance from the source to the surface, and directly
proportional to the cosine of the angle of incidence of the radiation to
the surface, measured from a line perpendicular to the surface. Finally,
when measuring the amount of energy emanating from an extended source
rather than a point source, the appropriate term is radiance. Radiance
is expressed as the radiant intensity per unit area of the source -
specifically, as watts per steradian per square meter, It should be
noted that the distance from the measuring instrument (or the human ob-
server) is not important in calculating either radiance or its corres-
ponding photometric term, luminance. While it is true chat the wuo"At
of energy falling on the sensor from each theoretical point on the source
decreases with the square of the distance from the sensor, it is also
true that the density of these points (per unit solid angle subtended at
the sensor) becomes theoretically greater, resulting in a conatant
radiance. This is strictly true, however, only in a vacuum, for the
effect of the atmosphere is to decrease the radiance with increasing dis-
tance, a fact to be discussed in some detail in a subsequent chapter.

/|
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Photometric Units. The units used when describing light in photo-
metric terms are ana ogous to tt'ose disc'issed a'jove. The key to con-
verting to photometric units lies in correctirg for the spectral
sensitivity of a "standard human" observer a-.ross the visible spectrum.
Figure 2-1 shows the relative sensitivity of visibility; for precise con-
version refer to a table of "luminosity coefficients" (e.g., Wyszeck and
Stiles, 1967). The eye's sensitivity to a fairly bright light, expressed
as a coefficient which ranges from 0 to 1.0, is greatest at 555 nm, and
drops to practically zero above 720 na or below 410 mm. Converting to
photometric units is a matter of using these cocfficients to obtain a

weighted sum of energy (per unit time) acruss the spectrum. To convert
from radiant flux to the corresponding photometric term, luminous flux,

*" it has been established that at 555 nm, one watt of radiant flux corre-
sponds to 685 lumens of luminous flux.
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The luminosity coefficients employed will differ, depending o0 the
brightness of the light. For fairly bright stimuli a function peaking at

555 nm is used (called the photopic luminosity function). For dim ntimuli
(approxin.qtely equivalent to the brightness of white paper at duqk, a dif-
ferent function io used (the scotopic luminosity function), which peaks at
about 515 nm. The scotopic function reflects the fact that at low light
levels the maximum sensitivity of the human visual system shifts in the
direction of the lower wavelengths (see section 2.4.1).

The remaining photometric terms are equally similar to their radio-
metric counterparts. Luminous intensity iz expressed in lumens/steradian,
where 1 umen/steradian w I candle. Illuminance is defined in terms o
lumens/mn, and luminance in terms of lumens/steradian/m2 , or candles/m .

A great many different units have arisen over the years to express the
above concepts, and conversion tables are readily available. One of

F the most frequently encountered units of illuminance is the foot-candle,
and the millilambert is commonly employed to express luminance. Because
measures of luminance will be most often encountered in this book, Table
2-I presents luminance values for some representative stimuli. Table 2-l
summarizes the radiometric and photometric terms discussed in this section.
Table 2-I1 is a series of conversion tables for photometric and radio-

metric units. Converting from radiometric to photometric units and back

can be done only in the visible spectrum.

2.1.2 Description and Snecification of Colors

Later chapters of this source book will discuss the role of cdlored
stimuli (whether natural or artificially produced) in the acquisition of

targets. Thus, readers unfamiliar with this topic should acquire a masic
understanding of color nomenclature and of some human visual system
properties relating to color perception. This section provides a dis-
cussion of the dimensions on which color varies, and preceats a standard
system of measurement and specification of colored stimuli.

Colored stimuli may be thought of as possessing three psychological
dimensions: hue, saturation, and brightness. Hue is the atLribute of
co1"r perception denoted by different color names, such as red, yellow,
blue, ereen, etc. It is related to wavelength in that a light of one
particular wavelength (monochromatic light) will vary in hue as its wave-
length changes, a light at 700 nm being called red, a light at 500 nm
being called green, and so on (assuminr normal color vision). Different
hues may be produced by different combinations of wavelengths as well, a
fact to be discussed shortly. The atrribute of saturation is sometimes

referred to as the "purity" of a color, and may be thought of as iUa
vividness or strength. One way to produce a desaturated color Is by
-adding white light to a monochromatic stimulus. A completely de5aturated
color will appear as a shade of gray, the particular shade depending on
the brightness of the stimulus. Brightness may be thought of as that
attribute that changes as the physical inteisity (e.g., luminance) of the
stimulos inotreases or decreases.

2'-4 ---- ---- ---- ---
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In rea. Il fe monochronintic stimuli are rarely encountered. In moht
cases thek colorn wv see are composed of mixturen of 1Light at different
w.avelicigthH and Intensities. Many different mixtures will produce idenLical
sensationu of color in the human observer. In othtr word-i, the human
visual system. unlike the auditory system, is not capable of analyzing
.I stinuluu that is mdide up of different spectral components. Instead,
th.tt stimulus is perceived in a unitary fashion. In a normal observer,
a mixture of only three properly chosen wavelengths at the proper In-
tensities is sufficient to match any color of the spectrum, as well as
the non-spectral purples (which are additive combinations of red and
blue). Thus colored television uses only three basic colors: red, green
and blue. This statemen should be qualified by stating that in certain

.- cases it is not possible to match some highly saturated colors except
by employing a "negative" amount of one of the three wavelengths. In
practice this is achieved by placing that quantity on the other side of
the "equation," namely, by adding that primary to the color being
matched. This description of color mixtures pertains to the additive
combination of lights, occurring for example, when different beams of
monochromatic light are aimed at the same spot on a diffusing screen.

t " The samie rules of color mixture do not apply to the mixture of pigments,
for in this case the process is one of subtraction. A pigment will re-
flect certain wavelengths and absorb the rest, so that two pigments
mixed together will reflect only those wavelengths that are reflected in
common.

Because of the fact that any perceived color can be described by
specifying the quantities of only three primaries that are added to-

. . gether, a standardized system of color specification Is possible. Such
a system was developed when the Commission Internationale e l'Eclairage
(CIE) (sometimes referred to as ICI) decided upon a aet hree
primaries (since many set. are capable of producing all cG ors) and de-
rived the figures and tables necessary to specify colors in a standard
way. The primaries actually chosen are mathematical abstractions, which
are more saturated than physically realizable colors. They were selected
because they have a number of convenient features, such as eliminating
the necessity to deal with negative quantities. Figure 2-2 presents the
"tristimulus values" for the three CIE primaries, 3r, 7, and . These
values represent the amounts of each primary needed to match light (,f any /
given wavelength . With these curves, or with the tables from which the/f
curves were drawn (see example Wyszecki and Stiles, 1967), any colored/
stimulus may be described and plotted if its physical characteristics Are
known. To illustrate the procedure, one might first determine the yK'ergy
of the stimulus at each wavelength across the spectrum (at for ex iplc,
10 nm Intervals), then multiply the energy by the value of 3 at Zat wave-
length, and sum across the spectrum. The quantity obtained i this
fashion would be called X. The same procedure would then ba followed to
calculate Y and Z. The relative amounta, x, y, and z, of the three
primaries may then be calculated by reference to the following equations:
x - X/X + Y + Z; y - /X + Y 4 Z; z - Z/X + Y + Z. Sitlce X + y + z - 1,
the stimulus may now be plot ..d in two-divenpional space, on the CIE



dchromaticity diagram in Figure 2-3. In this diagram which plots x versus
y, the: triangular-shaped figtire represents a:1 phyaically-renllteahle
colors. With the exception of the straight-line segment from 383 to 780
nm (which represents the locus of the non-spectral purples), any stimulus
which plots on the boundary of this figure represents a color that cannot
be distinguished from a monochromatic stimulus of the wavelength indicated.
Colors in the interior of the figure are less saturated. The point
labeled E represents a white light, defined as a mixture of equal amounts
of the three primaries (it is located at the coordinates 0.33, 0.33).

The chromaticity diagram is useful in many ways, because it presents

a geometrical way to visualize many facets of colour rjixture. For example,
- if colors representing any two points on the diagram are additively com-

bined the mixture will be located somewhere on a straight line connecting
the two points, the exact location depending on their relative intensities.
The position of a stimulus on the diagram also perm~Its it to be specified
in terms of its "dominant wavelength" and its "excitation purity." The
dominant wavelength is determined by drawing a straight line from E,
through the coordinates of the stimulus, to the boundary of the diagram
(spectrum locus). h, for example, the line intersects at 580 nm, the
stimulus will appear to have a yellowish hue. The saturation of the
stimutus, defined in terms of its excitation purity, is expressed as the
percentage of its distance from E to the spectrum locus. With regard to
brightness, a further useful feature of the CIE system is that it was
constructed so that the value of Y is proportional to the luminance of
the stimulus. Therefore, if two stimuli are being compared, by calculating
Y for each stimulus it may be determined whethc they match in luminance.

A 
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400 500 600 700 nm

WAVELENGTH A

Figure 2-2. 1931 CIE Color-Matching Functions
(from Wyszocki and Stiles, 1967)
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2,2 Structure of the Eye

Figure 2-4 is a vertical crosa-section of the human eye. For e wore
detailed treatment of the basic anatomy see, for example, Brown (1965b).
The eye is approximately 25 mm in diameter, weighs about 7g, and includes
a trL-sparent bulge (the cornea) at the front surface,?hich encompasses

4 "" about one-sixth of the surface area. The major structures of interest in
target acquisition include:

Retina. The retina is a membrane that lines the posterior portion
of the eyeball. At this point light energy is changed into nerve im-
pulses by receptors called rods and cones. The retina is a complex
structure containing several layers of connecting nevve cells through
which the light must pass before reaching the receptor cells. Because
of this arrangement, the retina is said to be inverted or inside out.
The distribution of the rods and conts is not uniform across the retina,
ab will be shown below.
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Figure 2-4. A Simplified Cross-Section of the luman Eye,
Showing Principal Structures (from Cornsweet, 1970)

Optic Disc. Also known as the blind spot, the optic disc is the
point at which the retinal nerve fibers unite into the optic nerve and
leave the eye. There are no receptor cells located In the area; thus,

no visual information is received here,

Fovea. This ares is a small depression in the center of the retina

and subtends an angle of 1.5'. It contains no rods but is densely packed

with cones (approximately 147,000 per =b2 ), with few nerve fibers Inter-
vening betveen the cones and the light source. The fovea thus provides
a capability for perceiving fine detail.

Cores. The cones are receptor cells which provide both color and
detail Information. Functioning during relatively high illumination

levels, cone vision is known as photopic or daylight vision. In the fovea,
each cone connects via its own separate nerve rathway to the brain - one
reason for the cone's ability to transmit detail information. Figure
2-5 illustrates the telative visual acuity as a function of distance from
the fovea as well as the distribution of cones across the retina. Note
the close correspondence between the acuity function and the cone distri-

bution.

Rods. The rods are also retinal receptor zells. They are smaller

than the cones. Rods are able to functlon duing low levels of illumina-
tion when the cone system is inactive. Unde low illuminazion tho ro~a
do not differentiate between colors, so that light is sensed, but not

color. Rod vision is known as scotopic vision. Unlike the foveal cones:
several rods share the same ganglion cell which leads to the optic nerve
fiber. Rods are absent in the fovea, but increase in frequency up to

approximately 20 degrees from the fovea (see Figure 2-5). As could be
predicted from the distribution of tods, under scotopic viewing con-
ditions maxim= acuity is some distarce away from the fovea.

F I
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Figure 2-5. Distribution of Rods and Cones Along a lorizontal
Meridian. Parallel Vertical Lines Represent the Blind Spot.
Visual Auuity for a High Luminance as a Function of Retinal

Location is Included for Comparison. (From Brown, 1965b.
Data from Osterberg, 1935).

2.3 Spatial Variations

This section reviews basic data about the ability of the human visual
system to respond tO the spatial properties of stimuli, that is, to
variations in brightness as a function of position. Information on the
detection, recognition, or resolution of different kinds of targets is
presented. How this ability is affeced by stimulus factors, such as
brightness, size, location, duration, motion, and shape is included.
The subject of target-to-background contrast is given special consideration.

2.3.1 Static Visual Acuity

The traditional method of describing the ability of the human visual
system to resolve small differences in spatial parterns has been via the
concept of visual acuity. Acuity refers to the size of the detail that
can just barely be resolved in some type of square wave pattern, i.c., a
pattern characterized by abrupt transitions between light and dark areas.
Thus, the quantity used to describe acuity is some measure of size.
Geaerally, acufty i. defined es thA reciprocal of the threshold visual
angle (in minutes of arc) of a critical detail of the target to be
identified. Sometimes, particularly in clinical applications, acuity is
expressed as a distance ratio; i.e., the distance at which a target is
viewed, divided by the distance at which a critical detail of a target
barely resolvable by a particular subject would subtend an angle of 1

2-11



minute of arc. An acuity score of 20/200 would therefore mean that at
20 feet the subject can barely resolve a target th1t has a critical de-
taI of I minute when seen at 200 feet. I t may be shown that this
measure tl acuity is equivalent to measuring it as the reciprocal of the
threshold visual angle. In the above example, at 20 feet the visual
.angle of the critical detail would be 10 rinutes; its reciprocal is thus
0.1, which equals 20/200.

The simplest method to calculate visual angle, which is accurate
enough at the small angles encountered in measures of acuity, is (from
Graham, 1951):

- e/R (in radians), or 0 - 57.3 e/R (in degrees),

where 1 - the visual angle, e is the critical dimension (height, length,
etc.) of the target, and R is the distance to the target along the line
of regard. These formulas overestimate 13 by 1 percent at a value of 100,
and by 3 percent at a value of 17.

Although the description of ar.uity is fairly straightforward, there
are a great many kinds of test objects that have been used to measure it.
Riggs (1965b) has categorized these Into four basic types of acuity tasks.
These tasks will be surmmarized briefly below, in order to illustrate the
kinds of acuity scores that may be expected in different situations.

Detection. In the case of visual detection, the observer is simply
required to indicate whether or not a particular object is present in
the field of view. This is the simplest of all acuity tasks, and may be
further subdivided, depending upon the relationship between the target
and the background. For a light target seen against a dark background,
detection may more properly be termed a matter of absolute sensitivity,
rather than acuity, since the visibility of such an object will depend
on the amount of light reaching the retina, rather than the size of the
object. Because of diffraction, below i critical size (about 10 seconds
of arc) all targets will result in al ;t the same retinal pattern, so
that an acuit-, measure based on size is not possible. The most impressive
acuity scores have been obtained with dark targets seen against a light
background. It has been shown (c. Geldard, 1953; Riggs, 1965b) that
under optimal conditions a single dark line may be detected when its
thickness is less 'than one second of arc.

R2cognition. A recognition task demands that the observer identify
the target or locate some critical detail. Two kinds of targets fre-
quently employed in visual recognition tasks are the Snellen letters com-
monly found on optomstr1 tn' wall rharts, and Landolt rines: which look
like the letter C And may bb rotated so that the critical gap appears in
one of several locations. When measured with a recognition task,
"normal" acuity is usually defined as a score of 1.0 (critical detail
subtending one minute). Under optimal testing conditions, however (in
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pat, Icular, hiigh b.ackground luminanc) , acuity scores may be twice as

;oI tit on. In resolution taskti, repeatable (periodic) patterns are
emp Ioyc'd. 'The observer is required to indicate whether he discriminates
a.ong the elements of the pattern. Patterns typically employed are
acuity gratings (alternating light and dark stripes), checkerboard pat-
trusn, and the like. Any single element in such patterns (such as a
single line) would be clearly visible by itself, but in the presence of
nearby contours the size of all .ements must be increased manyfold in
order for them to be distinguished from each other. In general, acuity
scores measured with resolution targets are similar to those obtained
for recognition sti.iuli. Thus, for example, in tht case of a grating with
light and dark stripes of equal width, the minimum stripe width necessary
for resolution is approximately 1 minute v.f arc.

Locaiization. The fourth type of acuity task depends on the ability
of the observer to discriminate displacements of one part of the stimulus
in relation to another part. The most common example of the localizatioa
task is the measurement of vernier acuity, which repi'esents the ability
to determine whether the lower segment of a vertical line is displaced
laterally from the upper segment. Vernier acuity scores are yp!.:e!ly
quite high. It is possible to detect displacements on the order of a
few seconds of arc, nearly as small as the dete ,.tion thresholds dis-
cussed previously.

Several stimulus factors are important in influencing the re-
solving power of the vi.ial syste'm, Thus, it is not possible to specify
visual acuity without specifying the conditions under which it is
measured. Some of the more important variables on which acuity scores
are dependent will be discussed in the following paragraphs. This dis-
cussion will be restricted to those parameters likely to be relevant to
target acquisition problems. For a treatment of other parameters of
theoretical importance, see, for example, Riggs (1971).

Acuity scores are strongly dependent upon brightness, or intensity,
factors. If the brightness levels of the object being viewed and the
background egainst which it is viewed are too low to stimulate the cone
receptors of the retina (i.e., below the photopic visibility thresholc),
acuity will be very poor. As shown in Figure 2-5, acuity is relatively
poor in those regions of the retina where rods are located. Even at
higher intensity levels, when the cones are functioning, acuity is still
related to intensity over a wide ranSe of intensities. The most thorough
Investigation of this pheno. ion has been conducted with recognition
tasks; some representative data are presented in Figure 2-6. In this
figure it may be seen that acuity is poor in the scotopic (rod) range,
hut rises rapidly over a large part of the photopic (cone) range. Curves
of essentially the same form have been obtained with a var.ct- .f e-
cognition test objects, and with resolution tasks as well. When test
objects are brighter than the background, however, acuity is maximum at
moderate intensity levels, and drops sharply at high intensities (Bartley,
1951).
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Another parameter of great importance for the determination of
visual acuity is the brightness contrast between target and background.

In the case of recognition and resolution tasks, as well as for de-
tection, it has been found that acuity increases with an increase in
contrast. Since it has special practical interest for the target
acquisition process the topic of contrast will be discussed later in
this chapter.

The level of brightness to which the eye is adapted prior to being
tested has an effect upon the acuity level attained, In general, acuity
increases as the luminance of the test field increases, up to the level

at which the eye has been previously adapted; acuity then decreases at
test luminances higher than the adapting luminance (Craik, 1939). In
practical terms, this indicates that, when possible, the observer should
adapt to the ambient luminance level prior to attempting any fine dis-
criminations.

Studies concerning the effects of different kinds of illumination
on acuity have shown that acuity scores are affectcd by the wavelength
distribution of the light employed. Monochromatic light from the middle
of the visual spectrum has been found superior to white light (Riggs,
1965b); while it is known th't lighte frnm oithpr Opectral extremn (blue
in particular) results in relatively poor acuity scores.

Finally, the location of the target within the field of view has
a large effect on the size of an object that is barely detectable. As
vas mentioned previously, images falling in the peripheral areas of the
retina are much more difficult to perceive, except under very low il-
lumination. Figure 2-7,presents some representative data, showing the
extent to which an object seen 4n daylight must be enlarged in order
for it to be detected as fts distance from the visual fixation point
increases both laterally and vertically.
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Figure 2-7. Variation in Threshold Visual Acuity as a Function
of Angular Distanci from the Fovea. (From Dugas, 1962).

Dynamic visual acuity refers to the ability of an observer to de-
tect, recognize, or resolvle a target when either the observer, the target,

visual acuity in the 1950's. To illustrate angular velocity in familiar
terms, Ludvigh and Miller (1954) used the following examples:

of,##.an automobile traveling 30 miles per hour, and passing per-
pendicularly to thie line of view at a distance of 30 feet pro-
vides 4n angular velocity of about 85'/second and a fairly fast
pitched ball delivered to the catcher and viewed from the first
base provides an angular velocity of approxim~ately l0°/scconi."

The Miller and tLudvigh findings were later investigated and generally
supported by Burg and Hulbert (1961) as follows: (1) Miller and Ludvigh



found little correlation between static and dynamic acuity. burg and
Ilulbert found low but significant correlations, which they 'felt were due
to the high degree of similarity between the static and dynamic targets
as well as to their more heterogeneous subject population. (2) Acuity
for a moving target deteriorates markedly and progressively as the angular
velocity of the target increases. (3) Dynamic visual acuity perform..nce
can be improved both through practice and through increased illuminaLion.

Miller and Ludvigh (1953) also found superior dynamic acuity scores
to result from relative motion in the vertical plane, in comparison with
relative motion in the horizontal plane. Their results indicated thresh-
olds to be approximately 0.5 to 1.0 minute of arc lower in the vertical
plane.

Snyder and Greening (1965) reviewed the studies by Miller and Ludvigh
and Burg and Hulbert and noted that in all their experimental conditions
the distance between observer and target remained constant. Although the
direct~on of motion was varied in either a vertical, horizontal or cir-
cular plane about the observer's head, stimulus motion toward or away
from the observer was not studied. Snyder and Greening (1965) included
a component of motion toward the observer which they felt was meaningful
since in most practical situations the target does not remain equidistant
from the observer.

Miller and Ludvigh described the function relating dynamic visual
acuity to angular velocity by a curve of the form Y - a + b XJ, whkre Y
is the visual acuity in minutes of arc, X is the angular velocity in
degrees per second, a is the intercept constant (representing zero
angular velocity -- i.e., static acuity), and b is a curve fitting com-
ponent which varies according to the illumination, direction of motion,
and other conditions. Snyder and Greening used a formula of the same
general form as the Miller and Ludvigh formula.

Figure 2-8 presents both an average that was determined empirically
for the Miller and Ludvigh subjects (adapted by Dugas, 1962) and the
Snyder and Greening results, replotted and extended. The Miller and
Ludvigh curve is represented by the equation Y - 3 + 2.9X1O-6X3 and the
Snyder and Greening curve is represented by Y 1 1 + 0.37 X2.34. Snyder
and Greening pointed out that their lower static threshold was probably
due to conditions in their study such as high contrast, high resolution
and low glare targets. Note that since the functions in Figure 2-8 are
positively accelerated curves rather than straight line functions, this
figure provides an example of the non-linear behavior of the human visual
Sy a t am,

Dugas (1962) pointed out that under actual flight conditions vibration
effects, atmospheric attenuation, low contrast targets and viewing window
distortions would reduce dynamic visual performance. She cited airborne
tests (e.g., Goodson and Miller, 1959) that have indicated operational
thresholds to be as much as 30 percent greater than the ideal laboratory

conditions.
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Figure 2-8. 'ynamic Acuity as a Function of Angular Velocity. Upper
Curve from Dugas (1962); Lower Curve from Snyder arid Grecning

(1965). Dashed Portion is an Extrapolation.

2.3.3 Form Perception

Form perception, the ability to distinguish objects on the basis of
shape, depends not only on visual acuity but also on the observer's
previous experience. The way in which we perceive forms has been investi-
gated for years by psychologists. Unfortunately, the literat),re on form
perception consists primarily of basic laboratory experiments and con-
tradictory theories. Wulfeck (1938) pointed out that although there is a
need for a clear definition of the characteristics of shapes that make
them easy to distinguish, there has been only limited success in analyzing
this type of discrimination.

Basic to the discussion of form perception is the psychological con-
cept of figure and ground (analogous to target and background). Rubln
(1915, 1921) cited by llochberg (1971) classified some of the striking dif-
ferences between figure and ground as follows:
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I. The figure has shape, while the ground is relatively shapeless.

2. The ground seems to extend behind the figure's edge.

3. Thus, the figure has some of the character of a thing, whereas
the ground appears like unformed material.

4. The figure usually tends to appear in front, the ground behind.

5. The figure it more impressive, more apt to suggest meaning,
and better remembered.

In the case of target acquisition, form perception is inherently
necessary, but little has been written on the application of this type
of perception to military settings. Shape discrimination becomes more
difficult urder conditions of reduced visibility, where the outline of
the shape is obscured, such as by fog, hare, dust, or turbulent
atmospheric conditions or by detection at long distances, et night, or
during low altitude high speed reconnaissance,

Zusne (1970) listed several classifications of form perception tasks
in military and industrial settings (see Table 2-IV). The tasks were
based on the discrimination of a figure on a noisy ground, with the noise
varying in amount and degree of organization, Visual noise is defined
here as unwanted stimuli in the scene which may interfere with the
acquisition of the target.

TABLE 2-IV

Effects of Type and Degree of Noise on
Figure/Ground Relationships in Military Applications

NOISE TYPE EXAMPLE RESULT

Noiseless Instruments. scales Figure stands out from ground.

Organized Noise Aircraft painted with Ground and figure appear as
contour camouflage one, contours blended.
patterns

Random Noise Jeep viewed in rocky Figure obscured by noise in
terrain ground (depending on degree of

noise), yet they are aepaaible.

2.3.4 Brightness, the Effects of Contrast

In many target acquisition situations we can consider acuity
(especially detection acuity) as a form of brightness discrimination.
In other words, we consider the resolving power of the human visual
system in terms of the amount of illumination or contrast necessary to
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cause an object to become visible. In this context the dependent variable

of interest is the amount of contrast at which an object is just barely
visil 1-, according to some criterion, such as detectable on 50 percent
of the trials. A considerable amount of work has been done on determining
contrast thresholds and a summary of this data is necessary to understand
the target acquisition process. The following presents information which
is important in understanding the interrelationships between the several
variables of importance. The data are important; they can be considered
to represent a "best case" target acquisition situation, from which real-
world capabilities can be scaled downward.

Contrast has many different definitions. The definition to be used
here is that used by Blackwell (1946), in which

C - Bt - Bb

where C is contrast, Bt refers to the brightness (or luminance) of the
target, and Bb is the brightness of the background against wh'ch it is
viewed. (In subsequent chapters, if not otherwise specified, Blackwell's
definition of contrast is used.) With this formula contrast values may
be either positive or negative; in the case where the target is brighter
than the surround, C ranges from 0 to -, while for a target dimmer than
the background, C ranges from 0 to -1. Frequently no distinction is mail-
between targets brighter than the background (sometimes called positive
stimuli) and targets darker than the background (negative stimuli), since
little difference has been found between them in terms of the detection
thresholds obtained. An exception to this statement occurs with large
stimuli and low background luminances, for which Blackwell (1946) has
found 20 percent lower thresholds for negative stimuli.

By far, the most comprehensive studies of contrast thresholds are
those performed by Blackwell and his colleagues initially during World
Wa': II at the Tiffany Foundation. The typical procedure involved the
direct binocular viewing of an observation screen of uniform brightness,
on which a circular target (darker or lighter) would be superimposed.
The subject was required to indicate whether or not he detected the pres-
ence of the stimulus. Contrast threshold was defined as the contrast

4 renultine in a 50 percent detection probability.

Blackwell r.,d Taylor (1969) have compiled and integrated information

from many separate experiments. Their survey involves over one million
separate observations. Figures 2-9 through 2-14 present some of the data
most applicable to the subject content of this book. Figures 2-9 and 2-10
summarize contrast threshold data on targets appearing in the most favor-
able location (as specified by the subjects), and with unlimited viewing
time (actually, between 10 and 30 seconds, as further increases in viewing
time did not increase detection probability). The two figures represent
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t Ile d. ta, p:t ot LA( Its dit, vrnL ways Thesev fI gures I Ius t rat L' t hI.
imopt|)trlLa' of two prle I mc t'lt eto into of detection: background It uirn tance

aind I arget size.. I t inay w. aeen lihat as background lumn i anc(: tit reas,5

over a range of nint 1,1 un itti, detectability rs measured by thrvShold
contrast improves by a fact-ir of from two to over four log units, As
t.,rget size Increases, detctbhility increases, up to a print; beyond a
size of about 20 (log torget area of approximately 4.0), the effect is
negligible, except at low background luminances. The discontinuitiesl in
some of the curves of FIgure 2-10 are due to a shift in the preferred
target location. At higher background luminances, on-axis (foveal)
locations were preferred, while off-axis locations were favored at low
luminances.

Figtires 2-11 through 2-13 present a family of curves in which the
target was always presented whore the subject was fixating (on-axi.a
locatton). The three figures represent different durations of stimulus
presentation, from I second to 0.01 second. The maximum target size em-
ployed in these studios was a disc with a diameter of 1, in order to
ensure that all targets foil within die foveal area. These figures are
straightforward and demonstrate that for a given target size and back-
ground luminance, the contrast must be increased in order for a target to
be seen at progressively shortar durations.

Finally, Figure 2-14 prosonts data showing the extent to which de-
tection performance changes an the target is presented farther and forther
off the visual axis. The data presented are for one target size (I minute
disc diarieter), and ote observation time (0.01 second). It may be seen
that this function is strongly related to the level of backgrouud luminance,
with foveal presentation resulting In best detection at high lumnances,
and poor detection at low luminonces. This phenomenon is well known and
of considprab~e practical importance in target acquisition. It means
that itidividuals performina dotection tasks at night (e.g., ohiervers,
night sentries) must learn not to lock directly at very dim objects, but
rather look slightly to one aide. As Blackwell and Taylor point out,
off-axis data are stili ,elati.'ely incomplete, and further research is
progressing along these ilte96

The above figurea nive presented some of the information needed to
describe the 4teae1i.A dacectiot cheraer'ristics of the human visual system,
It shouH, octtoaer, be noted that these data by themselves may have little
practica l u ilitv as .hord and fast guides to expected performance in
ecroal operational altuaticns, In the laboratory environment the subject
is aware Ithat a target is About to be presented (and in many cases he
knows where i. will appeor); ti.. target io regular in shape; it is seen
-74-.-t a unpform background; forced choice is uaed and many of the en-
vironmental conditions bra unrealistic from an operational standpoint,
such as the lack of noise, motion, vibration, distractionp and stress.
The philosophy supporttng the laboratory approach haa been that by col-
lceting a great deal tf' data under very carefully controlled conditions,
a useful reference base may b, established, to which various correction
f.ictoro may bu applied tc predict detectability under different conditions
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,,I i r, t t, F.or exatnpilte, in dinciusng sotme studies investigating tar-
glt dvte*'tion with non-tiniforin backgrounds, Blackwell and Taylor (1969)
*li,,tc- t,: that "...the most Important cons ideration I the luminance con-
I~tr.ast oxIs I ng betw ei the target edge and its Immed ilte background.

aI),t. obtained with backgrounds of oniform luminance represent this case
well . It Is almost certain that background lumina'nce non-uniformity
will aIf e't target detectahi Ity to an appreciable extent under some con-
ditlons, hut again It appears likely that the effect can be taken Into
act'ount as a corret'tion factor applied to the data obtained with uniform
backgrounds." One attempt to apply correction factors to laboratory data
Is that of Davies (1965), who discusses the similarities and differences
amonlg a number of laboratory detect ion experiments. In ternis of the
experimental procedures employed, and compares laboratory data with data
obtained from some actual flight experiments. His paper is a good source
of information on which data to employ, and which conversion factor to
apply, depending upon the type of situation for which one wishes to pre-
diet thresholds. As a general guide, Davies recommends the addition of
0.75 log units to the contrast threshold curves for the 0.33 second
foveal viewing situation.

There are many studies that have tried to bridge the gap between
well controlled laboratory and the highly complex real world situation.
Many of these studies will be noted throughout this book. But there is
:nO question that there are still a great many gaps in our und'rsanding
of the stimulus factors influencing detction. What seems to b, needed
Is a. analytic approach by which a target and its environment can be
characterized, and which will permit the prediction of the response of
the visual system to a wide variety of intensity distributions. One
such approach will be discussed in the last sections of this chapter
which provide an introduction to the application of Fourier analysis
techniques to human vision. It is hoped that this approach will prove
to be the unifying concept for much of the material in this book.

2.4 Temporal Variation

This section will present basic information pertinent to an under-
standing of some of the temporal properti.s of the human visual system.
Thus, it is analogotts to the previous section, which dealt with visual
response to spatial variations. Further Information concerning the
sensitivity of the visual system will be presented, followed by a dis-
cussion of dark and light adaptation, glare, flashblindness, and the
perception of flicker.

2.4.1 4 Sensicivity of the Visual System

As discussed earlier, there are two types of light-sensitive receptor
cells located in the fovea: the coneu which function during relatively
high illumination levels (photopic vision), and the rods which function
during low levels of illumination (scotopic vision). Upon entering a



datrk room from broad daylight there is not an immediate swaitch from cone
to rod vision and it is difficult to see much of anything for a few
minutes. Visibility gradually increases, until the surroundings are mnre
readily perceived; the visual system has thus becon,e adapted to the new
level of illumination. Convers~ly, if the individual leaves a dark
room for broad daylight, vision may again be impaired until the system
is light adapted. The entire range of luminance to which the visual
system is capable of responding is on the order of eight log units or a
ratio of 100,000,000:1. When luminance gradually decreases from afternoon
through twilight to night time levels, the transition from cone to rod
vision is comparably gradual, the transition zone being known as mesopic
vision.

The eye is not equally sensitive to radiant energy from all parts
of the visual spectrum, nor are the cones and rods maximally sensitive
to energy at the same wavelengths. The relationship between rod and cone
vision has been studied by many investigators and typically quantified
in the form of photopic and scotopic relative luminosity curves. Figure
2-15 presents the relative amounts of radiant flux required for both
cone and rod thresholds for wavelengths between 400 and 700 mm. The
scotopic curve is based on subjects' responses to discrete wavelengths
along the spectrum while the eyes are dark adapted. The photopic curve
in Figure 2-15 was determined when the stimulus intensity was well above
cone threshold. Thus, the scotopic curve represents rod sensitivity to
the spectrum while the photopic curve represents sensitivity.

Figure 2-15. Relative P.adiant Flux
Required to Stimulate the Cones

N and Rods Along Different Wavelength.,
(From Chapanis 1949).

400 So o600 700
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WIhei1 ex.ailn g Figure 2-15, it Is obvious t hat not only are Lhe rods
sensitve to lower levels of illumination than the cones, but the rods
are most sensitive to energy around 510 im (green region), while the
cones art, most sensitive to 555 inm (ye1 low-green region). This shift In
maximum snsiLtivIty, called the Purkinje shift, can be perceived in
twilight. The result of the Purkinje shift Is that under scotopic visual
situations, green, blue-green, and blue objectu appear relatively
brighter than they do under photopic levels of illumination. Therefore,
although varlous colored lights, for example, may appear equally bright
at night from a particular distance, the blue, blue-green, and green
lights will he visible for much greater distances than other colors.

The vertical distance between the rod thresholds and cone thresholds
In Figure 2-15 is called the photochromatic Interval. It represents in-
tensities that are above rod threshold so that light is p-rceived, but
below cone threshold, so that the light is colorless. The photochromatic
interval represents the logarithm of the ratio of cone threshold to rod
threshold for each wavelength. Thus, the interval represents the factor
by which the radiance must be multiplied to pass from colorless vision
to color vision (Graham 1965b).

There are stimulus variables other than wavelength that affect thresh-
old measurements for the rods and cones. Thepe variables include the
position of the light on the retina, the size of the retinal area which
is stimulated, and the duration of the test stimulus,

Position on the Retina. In order to measure cone threshold, the
stimulus l.ght is directed on the fovea, where rods are completely absent.
Rod thresholds should be measured where the rods are packed -ntt densely,
an area 20 degrees outward from the fovea, Hecht et al. (cornsweet, 1970)
presented their subjects with dim point sources of light to fixate upon,
while the test stimulus was flashed 20 degrees from the fixation point,
in order to stimulate the rods,

Size of the Area Stimulated. As mentioned previously in chis chapter,
many rods connect into one nerve fiber. In the area where the rods are
most dense, the rod-to-nerve cell ratio is about 300:1. Hecht et al.
(Cornsweet, 1970) determined that as long as the test light diameter is
less than about 10 minutes of arc the total light energy necessary for a
sensation is independent of the diameter of the stimulus. This phenomenon
Is called spatial summation. As the stimulus diameter increases above 10
minutes, the threshold energy will also increase,

Duration of Test Stimulus. As long as the test stimulus is presented
for no longer than about 0.1 second, its actual duration has no effect
on threshold, provided the total amount of energy In the flash remains
constant. When the duration exceeds 0.1 second, progressively larger
total amounts of light energy will be required for the stimulus to be
perceived. This procens, temporal summation, which t analogous to
spatial summation, will be discussed later In this chapter.



,.. Dark Ailaptattion

Althoutgih v I ion is most acute in day I I ght there are t Imen, such an
f'lying -it night , wl.n the eye must function during mcotopic levels of
I IluInt Ion. 1I1 order for the eye to function -it its maximum potnt flul,
it must he adapted to the dark. There are two steps in dark adaptat fon:
Wit lil ly tLre in a rapid decrease In threshold, leveling off after
about 10 minutes, followed by a more gradual derease in threshold which
continutes for about 30 minutes. Dark adaptation occurs separately for
eatch eye and is virtually complete after 40 minutes.

The initial rapid phase Is due to the cones adapting to the decreased
i llumntat ion, while the secondary phase represents the adaptation of the
rods, which have an extensive range of adjustment compared to the cones.
Figure 2-16 shows average dark adaptation curved as measured with nix
test flashes of different wavelengths (Bartlettk 1965). The breaks in
the curves, centered around 10-15 minutes, and the subsequent drop in
thresholds, show the transition between the cones and rods. The extreme
red, R,, does not clearly show a transition from cones to rods, and it is
believed that the entire function of R, reflects cone activItO solely. A
practical application of the eye's response to the long wavelengths is In
the use of red illumination or red goggles to preserve the dark adapted
state. Refer again to Figure 2-15 and note that the function of the rods
does not extend beyond approximately 675 nm. However, since the rods are
not sensitive in this reRion, they will adapt to the dark as if there were no
light present. Thus, when it becomes necessary to see in the dark, the
rods are already adapted and Immedlate night vision will not be impaired.

S , I
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SFigure 2-16. Average Dark-
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-- ,l .... ..... - _ :-,- with six Different colored0 10 20 30 40 flashes

MINTES IN DARK (From Bartlett 1965)
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'lhere are several st imulus factors that affect dark adaptatiLon, In-
v lud Ing: wavelength of the test flash (illustrated in Figure 2-16), tie
h right ness of the adapting ligit, and the duration of the adapting perlod.
lit'r ef(et'ts of the latter two variables are discusted below.

Luminance of the Adaptati,,n Li• t. Prior to measuring the length of
time nlecessary for complete dark adaLation, subjects are normally re-
quired to fixate upon an adapting light for a standard length of time.
At, the luminance of the adapting light decreases, the tlme required for
complete dark adaptation decreases.

Duration of the Adaptation Period. The relationship between adapta-
tion duration and the time required for complete dark adaptazion is clear:
the shorter the pre-adapting duration, the sooner dark ad.iptatlon is com-

" plete (Chapanls, 1949).

These two effects can be reciprocally mrnipulated in that within
certain limits the same effect :an be produr.ed by a dim pre-adapting
light presented for a relatively long time, or by an intense flash pre-
sented for a short time.

2.4.3 Light Adaptation

The phenomenon of light adaptation may be considered to be the up-
posite of dark adaptation. If the eye is presented with a light of a
different Intenrity than that to which it was previously exposed, it in-
mediately begins a process of either light or dark adaptation, depending
on whether the second light was more or less intense than the first.
In terms of the photochemistry of vision, this may be thought of as an
attempt to reach a steady-state value of bleached photopigment. Light
adaptation is of great importance to the understanding of the underlying

* / chemical and neurophysiological processes of vision, but is of lesser
practical importance than dark adaptation. The importance of light
adaptation is noted occasionally in everyday life, as when emerging from
a darkened theater into bright sunlight. The immediate impression is one
of heightened brightness, in which it is difficult and sometimes painful
to fixate on ohiect or to keep the eyes open; The effect dieaipat.s at
a very rapid rate, in comparison with the rate of dark adaptation. In-
vestigators have employed ntnerous techniques to study effects during

* light adaptation, and tho tiame course of adaptation depends greatly on
the mathod employed. Perhaps the simpleut method is to describe light
adaptation in terms of the apparent brightness of a light preserted to
a dark-adapted eye for different lengths of time. The apparent brightness
of this adapting light is determined by requiring he subject to adjust

. the brightnesa of a light presented to the othor eye iwhlch was not in
tile dark) until a match is achievI.d, When measur2d in thie fashion,
light adaptation is virtually complete after 1-3 minutea. For a discu..-

sion of other procedures, see Bartlett (1965).
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A gl are lurce may he clef Itied as a source of light stil f Iclently
br 1it er than the eye's level of adaptai Ion so that annoyance, d Sscomfort
or loss In v su1Il performance and v I hsi I ty occurs. There are two types
of glare: dlrect glare, caused by light sources In the visual field,
and reflected or specular glare, caused by high intensity reflections
fron glossy surfaces. Glare causes an Inhibition of the retinal receptor
cells and the surroundings are perceived to be dimmer than they would
otherwise appear. Glare destroys dark adaptation, and the length of
time vision is impaired Is dependent upon the intensity of the glare
source as well as Its duration.

McCormick (1970) reported a study in which subjects viewed test
targets with a glare source of a 100-watt insid -frosted tungsten filament
lamp in various positions In the visual field. The test targets were
parallel bars varying in nize and target-to-background contrast. The
source of glare was varied !n position, In relation to the direct line of
vision, i.e., 5, 10, 20', and 40' from the line of vision. The results
were presented as the effect of glare on visuil performance, shown as a
percentage of the visual effectiveness possible without the glare source.
It was shown that a: a visual angle of 40, visual effectiveness was 58Z,
and at an angle of 5*, visual perfoemance was reduced tn 16%.

Morgan et at. (1963) listed several methods to reduce the effects of
both direct and r'flected glare, Direct glare may be reduced by: (1)
avoidance of bright light sourcen within bO of the center of vision;
(2) use of shields, hoods, and visors to keep direct light from the ob-
server's eyes; (3) use of indirect lighting; and (4) use of several low-
intensity light sources rather titan one high-intensity light source,
Reflected glare may be reduced by: (I) use of diffuse light- (2) use of
dull, mat surfaces rather than polished surfaces; and (3) arrangement of
direct light sources so that the viewing angle to the work area is not
equal to the angle of incidence from the source.

2.4.5 Flashblindnes

!lashblindness may be defined as a temporary loss of vision following
exposure to an intense flash of light, from whicia an afterimage develops.
The afterimage is perceived es a bright area, which persists for some
time after the flash, and is the some size and shape as that of the flash
field, The afterimage does not have to disappear ent r ly in order for
the observer to perceive a target; the extent to which it must decay de-
pends upon target characteristics. The decay.d aftcrimale may be likened
to a veil, in that the observer feels he is "looking through" ft PA per-
ceive the target.

The incapacity and recovery from a flash muss be measisred in' tarns ')f
some specific visual task, ani thus will vary in draior. accordni 14 Lhe
nature of the task.
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-. • Several military situations in which flashblindness could occur
Incluide flashes; fromh projectiles, tracer bullets, incendiary weapons,
enemy anti-ilrcraft lights, missile motors, and nuclear explosions (Jayle

et el, 1959). Several parameters affect recovery time from flabhblindness;
these nay be divided into stimulus and task/observer variables.

2,4.5.1 Stimulus variables

Flash intensit . In general, as the intens'ity of the flash Increasea,

the recovery time from the flash increases.

Flash duration. The durationrecovery time relationship is similar

- . to the Intensity/rec.-very time relationship, i.e., the longer the flash
duration, the longer the recovery period.

2.4.5.2 Task/observer variables

Target luminance. In general, visual reaction tine will decrease to

a minimum value with an increase in the luminance of the target.

Target size. As the size of the visual angle su'. ended by the target

increases, recovery time will decrease.

Adaptation level of the eye. With an increase in the adaptation
Ievel of the eye, recovery time will increase.

The effects of flash intensity, flash durat.on, and adaptation level

of the eye can be well predicted from a knowledge of certain photochemical

mechanisms of the eye. This area is outside the realm of this book; how-

ever, should the reader Wsh to pursue the subject, see Graham (1965c),
and Cornsweet (1970).

Miller (1965a) noted that recovery times for the detection of various

kinds of targets and levels of target luminance may be generalized by

specifying the equivalent field illuuminance for threshold of the targets,
The equivalent field illuminance is the retinal illuminance at which a
target can be detected when viewed against a uniform field. In addition,
.he found.i tha reovr-iC ic relatad to 01-teafttrin.;gc rghe dc -
cay, which is a function of the amount of bleeching of phiotopigment. The

afterimage reduces perceived contrast in much the same manner as the

addition of a uniform luminance over the display, Among many othar

sources on the effects of flashblindness on visual performrance are Hill

and Chisum (1962), Severin et al. (1963), Pry and 'Mllor (1964), t .rwn

(1964 a,b), and Miller (1965b).

There are methods which may lessen the degree o flashblindnese.
Jayle et al. (1959) recommended closing of one eye or latcral fixation

in the external field of vision to protect against visnon Impr.irment.



The ube of filter gogglen has also been. auggested. A trade-off exis ts
with~ goggle usage, however. The greater the density of the goggles, the
greater the protection afforded; yet, If the available light Is low, dense
gorgles would seriously Impair visual performance. Although other pro-
tective devices are under development, there Is no reliable operational
device -it this time to prevent temporary flashblindness.

2.4.6 Critical Fusion Frequency (CFF)

This section discusses an important aspect of the human visual
response to temporal variations -- namely, the perception of flicker.
An understanding of the variables affecting flicker 1.' important because
of their relevance to later discussions of certain display parameters.
The study of flicker is a means Of determining the temporal acuity of
the visual system. As in studies of spatial acuity, the procedure has
traditionally been to employ square wave stimuli -- that is, stimuli that
alternate between two levels of intensity in an abrupt manner. When a
series o'f equally spaced flashes of light is presented, the perception
of flicker is likely to occur. If the frequency of alternations Is In-
creased, there is a point aL which the separate flashes will not be per-
ceived, and a steady sensation of brightness will occur. The point at
which flicker ceases to occur is known as :he critical fusion irequency
(CF1'. Unlike many other threshold measures in psychophysics, the CFP
can be specified quite precisely for a given set of conditions. There
are, however, several parameters that have a strong effect on the CI'F.
The most important of thec" parameters are reviewed below. For o dis-
cussion of other variableb that have been studied (e.g., surround
luminance, monocular vs. binocular stimulation, duration of exposure)
see, for exawmne, Brown (1965a).

The intensity of the flashing light Is probably the most important
determiner of the CFF. The CFF can range from 60 Ili at very high
luminance levels, down to less than 10 H~z at scotopic levels of stimu-
lation. Figure 2-17 shows this relationship for a 19* stimulus, and for
each of seven stimulus wavelengths. The abscissa is scaled in terms of
retinal illuminance. which is merely the product of stimulus luminance
and pupil diameter (see Table 2-I1). It is seen that in tie photopic
region there is an approximately linear relation between CrP and log il-

.cmc over conttg.,.*1 rnige; ond the relationsl-iP is largely
unaffected by the color of the stimulus. At low illuminance levela, the
rod-cone break is evident, and wavelength factors become important.

Another variable of importance is the size of the stimulug. A
number of studies have shown that the effect of increasing the stimulus
size is to enhance the perception of flicker. For a range of 1V up to
about 50% it has been found that there is an approximately linear re-
lation between CIT and log stimulus area (Blrown, 1965a).

The retinal locus of stimulation has been atudied by numeroos in-
vestigators, with respect to tile cmT It is not easy to summarize the



risui t,, *severdl factors interact to determine the nature of the re-
Lit ionship. At low test Itiminances, flicker is perceived at higher flnnh
rates fi the periphery, while the foveal region is more sensitive at high
luminances. The effect is further complicated, however, by the size of
the stimulut.. For vc-ry small stimuli (e.g., 12 minutes in diameter),
fovel CFFs are usually higher, while for test fields above about 2 ,
peripheral CF's are higher. For a summary of several studies, see Brown( 196 5a).
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Figre 2-17. Relationship Between CFF and Lcg Retinal
Illuminance, for Seven wavelengths.

(From llecht and Shlaer, 1936).

Although the most common temporal pattern used in flicker experiments
consists of equal light-dark intervals, '. wide variety of light/dark
ratios has been investigated, along with different uaveforms such as saw-
tooth patterns, etc. For a given stimulus luminance, as the light/dark
ratio changes, the average luminance of the display changes as well. To
compensate for this change, the lumincnce of the stimulus may be increased
or decreased, so that the average display luminance remains constant. In
studies where such a procedure is followed, the usual finding is that as
the light/dark ratio increases the CFI decreases. When the average
luminance changes alr,. t h thA light/dark ratio, the effect is more
complex. The issue is further complicated by other variablEs that also
have an effect, such as area of the test stimulus. It has been argued,
however (Cornsweet. 1970), that many of the studies that investigatedI some aspect of the temporal wavefor" were unpecessary, In that the results
could have been predicted from an understanding of the modulation transfer

function (MV) of the human visual system. The last sections of this
chapter present a brief discussion of the application of Fourier analysis
techniques to an understanding of the properties of the visual system.

2.5 Color Perception

In section 2.1.2 the topic of color was discussed in terms of the
physical correlates of the psychological dimensions, hue, saturation,



Mnd Intennity. Ihis section dealp with some of the parameters that .f-
feet color perception. One sojrce for a further treatment of certain
topics of color perreption, including a discussion of some physiological
data, I a publication by Sheppard (1966). Other more comprehensive
sources include Burnham et al. (1963) and yszecki and Stiles (1967).

2.5.1 Color Dfscri,.lnation

We learn frcom early childhood that different hues are called by dif-
ferenz names. Cultural influences dictate to a great degree the verbal
dlttinctlons made between different hues. For example, some tribes in
Australia have only three culor responses: one for red, purple and orange,
one for white, yellow, and green, and another for black, blue, and violet.
(Graham, 1965b). Occupations also influence the variety of color names
we employ; an artist is likely to have a much larger repertoire of color
labels than for example, an engineer or truck driver.

Many researchers have determined hue discrimination threshold curves.
The thresholds are usually derived by determining the magnitude of the
wavelength difference between a standard stimulus and a test stimulus
which an observer can discriminate 50 percent of the time. Although the
results differ somewhat between studies, the major characteristics of
the data may be anticipated by an examination of the spectrum. The
minimum thresholds appear in two regions, namely where there is a rapid
change of hue. in the yellow region, where the color appears redder on
one side and greener on the other, and in the blue-green region where it
appears greener on one side, bluer on the other, minimum discrimination
threshplds may be anticipated. The threshold is much lower when the task
is to discriminate between hues rather than to name colors differentially.
In other words, the observer ts able to perceive hue differences when he
cannot report different color names. Figure 2-18 illustrates the dif-
ferential thresholds for hue discrimination across the visible spectrum.
Saturation discrimination, to a degree, also varies with wavelength, but
not to the same extent as hue discrimination. It has been determined
that red or blue contain more noticeable different saturation steps than
yellow, orange, or yellow-green. This, of course, is almost the reverse
of what has been found for hue discrimination.

The correspondence between wavelength and hue is not always Invariant.
Except for discrete wavelengths along the spectrum which do not vary
(i.e., yellow, 572 nm; green, 503 mun; and blue, 478 nm), all colors when
.nr.a.ed in it.nty will hifL slightly towards either blue or yellow.
This phenomenon is known as the Bezold-Brucke effect (Geldard, 1953).
Intensity may also affect the saturation of a colored stimulus, as well
as its hue. If the intensity of a monochromatic light is increased or
decreased from its optimal level, the saturation of that light decreases
(Osgood, 1953).

There are also observer variables which may affect color perception.
The following variables are the major ones (Rusis, 1966):

Individual Differences. As mentioned previously, not only culture
but occupations affect color perception, and individuals vary widely in



their ability to perceive color. Ths variability appear:j to he hI1g 1Y

dependent on the Individual's observational attitude.

Learning Effects. An observer Is able, with practice, to increase
considerably Jhe number of colors he is capable of discriminating. However,
If the skill is not t'sed, it is quickly lost.
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Figure 2-10. Wavelength Discrimination. The Change in
avolength Which Can be Just Detected (Wa) is Plotted

as a Function of Wavelength (A). (From Geldard, 1953).

( 2.5.2 Environment and Color

Some effects on color perception result from parameters within the

environment other than those pertinent to the individual observer. The

major considerations are:

Stimulun Size. In general, the larger the viral angle subtended

by a stimulus, the brighter the perceived color, In the case of targets
subtcnding very small visual angles, an schraoatic perception (i.e.,
without hue) may result (Rusig, 1966).

Stimulus Distanze, Because of atmospheric scattering, rolatively

dark objects typically appear bluish in the distance, while relatively

bright objectts appear to look orange or reddish (Burnham et al., 1963),

Time. The amount of time normally required for a steady light to

elicit a color percept in between 0.05 and 0.2 second, which is related

to "critical time" or the integration time of the eye. After the color



rLvsponsc has built up to maximum strength, there is a slight decline in
response level uotil a plateau is reached. It takes somewhat les-i time
for maximim stimulation to be reached for red than green, and lean for
green than blue (Burnham et al., 1963).

Color Contrast, There are color changes which occur as a result of
color contrasts between adjacent stimuli, These include the following
relationships: (1) An object wtth a highly saturated color near an
object of the same hue with low saturation will appear more saturated,
while the latter will appear less saturated th~n it actually is. The
object with less saturation may appear achromatic or of the complesentary
hue to the more saturated object. (2) Objects near each other with
complementary hues will both appear more 3aturated than if they were
viewed separately. (3) Objects near each other with nonccmplementary
hues (e.g., red and yellow) usually appear more different in hie than if
viewed separately. (4) Two colored areas separated by sharp contou.-
appear to be more highly saturated and brighter than if tbev are separated
by poorly defined contours. (5) High brightness contrast will reduce ap-
paret hue contrast, while equal brightnesses tend to zaximize hue con-
trasts. Rusts (1966) cited Gustafson Z1960) as specifying that "the
brightness contrast between any two colors should be at least 75 percent
in order to keep discrimination errors below 1 percent."

Color Constancy. Under conditions of low illumination, or when a
chromatic illumination is present (such a* red lighting in a radar room),
colors of familiar objects often are perceived to be the tame as they ap-
pear uoder white light. For example, a green wall at night appears grey,
but may be perceived as being green, if it is familiar to the observer.

Angular Limits. Because only the cones transmit color information,
and are centrally located on the retina, color di3criminability is
restricted. Rusis (1966) after Lopatin (1956) described the angu)it
color perception limits for both horizontal and -?ertical vision (see

f Table 2-V). These linics can be extended by allowing more head movemant
freedom for the obferver.

TABLE 2-V

tiorizontal and VertLcal Angular Limits for Saveral Colors

I Antular Ltriita

Color -iorigoncl- VerticaL

Green 60" 40-

Ped 60" 415

blue 1001 G0

l2 W 950

2-33



P I I . .11 , , P, .I v t I tin

I h-ut-1I 1l1 1i1 ii'urL I Of target acquisition and interdictiun is Lhe

.I'l 'ii 4 ,spoil l lty ul di"tancu perception. The cues we use in Judging dis-
ti. 4ioi a1' irrild early iind are employed so frequently that they become
1 l-,-it IViIv iit J niic Ious. The following are the major cues for distance per-
, plit Ilt, %11 vi d.d Iute, monocular and binocular cues,

.!fh.l flnt, tu l o r CUvIi

tiV.'tiv !'ltuv. Targets of similar actual size, viewed simultaneously,
will JTtU t at different distances from the observer if one appears
liig0,r thnt tho other, The perceived distance between the observer and a
t,4ilgt Is dlejanditnt un the disparity between the real size and the retinal
it.iii, rhiurlOurm, the greater the difference between retinal atid judged
i.l O, thi grvattr Im the distance perceived. Note that this cue, can lead to
i fihu Jilgemot, of distance, when the observer incorrectly judges the size
tit it piortlculdr object. For example, if the obse'cver saw a 747 aircraft
itittlitg on a runway, and mistakenly thought it to be a smaller aircraft,
1i, ,rh0p a 701, hle would then judge his distance tc the aircraft to be closer
Oini it au:tually Wait,

AurlI riuop.ctive. Distance perception is partly dependent upon
,ot:4~s:~, fI nv. The air always has some particles of water & d dust
oviii til ",har" days. The particles (aerosols) obscure the outlines of dis-
tu.it ojecto, During fog conditions even relatively near objects appear in-
il iut t and cuum to "loom up" as they are approached. In the desert, how-
liver, wit,.o Oh air Is clearer and drier, relatively distant objects appear
ltiltv dllnnct and are perceived as being much nearer than they actually are.

Li.11orIli-roL~octive. Sets of objects of similar size, equidistant apart,
iipiunr to LonvorgU a they near the horizon; for example, telephone wires
teem to a|pproach each other in the distance.

1jj L ndShadews. These cues are often more an indication of depth
mid contour than distance. The associations are dependent on our adaptation
to overituad light sources. Assuming overhead lighting, convex surfaces are
shadod In tho lower portion and concave surfaces in the upper portion. As
# cuo to dlistance, the shadow cast by one object upon another indicates
vihitch objuct is the more distart, However, it is necessary to know the
source or direction of the light.

Inturpsnition, When two objects are observed, one positioned in.front
(f the otlr,= th;more distant object is cut off from complete view by the
n(larer one,

Motion 'rallax., This cue for distance is used under two different
circumo.tancasS whon the observer is moving and when he is stationary. In
mltuations such as flying in an airplane, objects near the aircraft seem to
move rapidly past while distant objects appear to move quite slowly or not



lit ;Ill, the veltcitiet being a function of the object's real diStance.
When the observer is stationary the parallax occurs by moving the ead.
When the head is moved nt least 15 cm to the right or left, nearer objects
move In the opposite direction from the observer's hend movement, while

1' relatively distant objects move in the sane direction au the observer.
k._ Texture, U4hetn observing a plowed field, for example, irregularities In

the ground are very evident near the observer, but seem to smooth out in
the distance. In addition, the linen of the field (if horizontal) will
grow denser in the distance.

Accommodation. Accommodation may be considered a nonvisual cue be-
cause the distance information arises not from a visual sensation but from
a kinesthetic sensation (i.e., muscle contraction). To obtain a clear image
on the retina, the lens of the eye must be focused for the distance of the
object from the observer. If the object being viewed is more than approxi-
mately six lieters away, tile ciliary muscle is relaxed, As the object be-
comes closer the muscle must contract to maintain focus, The cue depends
on the degree of contraction and Is obviously a weak distance cue, It is
not reliable as a distance cue beyond about two meters (Graham, 1965b).

2.6.2 Binocular Cues

Binocular Disparitv. Because the eyes are approximately 6 cm apart,
they 2o not see exactly the same aspects of an object. The closer the
object is, the greater the disparity of the images on the two eyes. The
result is stereoscopic v.sion, that is, the perception of objects in three
dimensions, The topic will not be covered in any detail here because bino-
cular disparity is too small to be perceived beyond about 450 meters
(Graham, 1951). Thus, it is relatively unimportant to problems of air-to-
ground viewing.

Convergence. As with accommodation, convergence is only a secondary
(kinesthetic) cue. In order to cause the itmage of a near object to fall
on the foveal regions of both eyes, the eyes must rotate inward toward each
other. The closer the object, the more "cross-eyed" one must be. Again,(convergence is effective only for objects a few meters from the observer.

2.7 The Modulation Transfer Function (MTF) of the Eye

In recent years there has been considerable interest in a different
technique for studying the response of the human visual system. This tech-
ir-nt- h--a releance for- ,-t.-- of-" fr-- ------ ---- imi-4.n, a ac., , con-
trast sensitivity, relative motion, and thus target acquisition. As will
be seen in later chapters, it also has great relevance to the problem of
specifying atmospheric transmittance, and image quality on a display. Thie
technique is useful in helping designers to decide whether certain changes
in sensor or display characteristics will actually result in an improvement
in visual perception. This techzique, called linear systems analysis, in-
volves esLimatins the modulation transfer function (MTF) of the visual
system (also referred to as the sine wave response function), It represents
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it, ,ppi I( ation of Fourier analy | technique. to tile sudy of hum,
alnd IH conioldered an effective descriptive and Iredietiw, tool. EI;.'entially,

It is hatied on an analyss of how the visual syntem reupondi to ;patial sine
wive intensity patterns of different frequencies and rmplitudes.

2.7.1 IetermintIion of MTF

Once it has been determined what rerponse the visual tiyatem makes to a
range of frequencies, it is possible to calculatit a predicted responne to
patterns of much greater complexity. This section wi!.! discuss the funda-
mentals of the MTF. The following sections will briefly review some of tile
procedures by which investigators have tried to determine the human lrF, and
some of the experimental results obtained. Some examplus of the application
of the MTF, discussing certain perceptual phenomena that can be predicted
with this tech..que, along with instances where this approach has not been
satisfactory are noted.

The concept of the modulation transfer function is not new. It has
bLen used for some time to describe the temporal properties of certain
systems (e.g., audio equipment). More recently, it has been applied to the
analysis of spatial systems as well, as in evaluating the overall quality
of an optical instrument, or determining the amount of tii.age degradation
produced by a certain component. In the last decade there has been consider-
able interest in extending this approach to the human being. Tile interest Is
not simply in studying the optical properties of ti eyeball, but in extend-
ing well beyond that level so that the system "output" under study is the
perception itself, which is not directly observable. This makes the job of
specifying the MTF considerably more difficult, as will be seen.

The reason for the usefulness of thrr MTF may be understood by reference
to the concept of Fourier analysis. Fourier analyois As it a pplies to
spatial patterns may be described as follows. (For the rei;der wishing a
rigorous treatment of this subject, see for extmple Goodman, 1968. For a
qualitative -- i.e., non-mathematical -- understanding, an excellent source
is Cornsweet, 1970.) Consider a test pattern consisting of alternating
light and dark vertical stripes, Figure 2-19a. Such a pattern, called a
resolution grating, is sometimes used to test visual acuity. Starting at
the left edge of the pattern (a dark stripe), the intensity would be at a
low value for some distance (parhaps 20 arc minutes at a certain viewing
distance), then would abruptly rise to a highur level for another 20 arc
minutes, then back down, and so on. Thus, the graph representing such a
distribution would be a series of square waveo, Figure 2-19b. In this
example, the waveform is regular; in the case of another pattern (for
example, a terrain photograph) the wavefom could be very irregular. Re-
gardiess of ohape, as a result of Fourier's theorem that waveform is known
to be composed of a number of sine waves of various amplitude, frequency,
and phase relationships, which are added together, By moans of Fourier
analysis it in possible to determine tile characteristics of these sine waves,
and thtus completely describe the pattern in terns of its sine wave
components*

(
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-SCAN Figure 2-19a. Test Pattern
. Resolution Grating

Figure 2-19b. Scan Response

fil

Figure 2-19c. The Addition of Sine Waves
to Synthesize a Square Wave. If the

Fundamental Frequency of the Square Wave
is F, then the rrequencies of the sine 9A
Waves are F, 3F, 5F, 7F,..., and Their -
Amplitudes are A, A/3, A/5, A/7,...

(From Cornsweet, 1970).
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As in ex ml)le, Figure 2-19c shows how a number of Hinte waves may ,om-
hine to produ'e a square wave. To obtain a perfect 4quart, wave, 11n 11 iLte
number of S41tie waves munt be added together, relnted to enth uther, in
general, for any pattern having sharp transitions bietween light and dark
areas, high-frequency component i are necessary. Without these high-frequency
components the corners of the waveform are rounded, and the transition be-
tween a light and dark area 1n more gradual.

ro predict how a system will respond to a pattern, it must be known how
the system responds to those sine wave components which comprise it. The
MTF is simply a means of describing the sine wave re, )nse of the system
acrosil a rang- of frequencies. For example, to determine the MiTF -f a lens,
the lens would be presented with a series of sine wave gratings. Compared
to a square-wave grating, these stripes would not have sharp borders; Instead,
there would be a gradual change from a dark stripe to a light one. The
modulation of each grating can be determined by measuring its luminance at
the brightest point (Lma.), and at its dimmest point (lmin). Modulation Is
then defined as:

K ,, L max - Lkmin

Lmax + Lmin

The proct-dure, then, is to measure the modulation of the original grating,
and the modulation of the grating as imaged by the lens. The modulation
transfer for that particular frequency is then expressed as the retio:
Mimage /Mobject'

As the frequency of the grating changes, the modulation transfer Io
affected. For very wide stripes (i.e., low spatial frequency), the modu-
lation transfer would he at its maximum value of 1,0, or close to it. It
is at the higher frequencies where the aberrations of the lens start to have
serious consequences for the Image. When the object grating in fine enough
(its frequency is high enough), the resulting image will Just be a uniform
shade of gray, and the modulation transfer will be zero. Thus. if the modu-
lation transfer of that lens were plotted as a function of spatial frequency,
the function wo4ld begin at 1.0, and gradually drop to zero. This normalized
function is called the MTF,

Figure 2-20 shows how the MTF can bo used to predict the responoe (of a
system (in this case) to some pattern other than a nne wave. FigUt'e 2-2Oa
shows the intensity distribution of a particular pattern, The left part of
the pattern being described i. uniformly liaht, up to a point at which it
abruptly begins to get darker, It continues to darken for a while, then
abruptl' stops, so that the right hand portion of the pattern is uniformly
dark. Figure 2-20b is a result of a Fourier analysis on the waveform shown
in Figure 2-20a. This figure xhows the relative amplitudes of all the Hine
waves nncessary to produce this waveform. It can be geen that a slnP wa|ve

of oome amplitude is required at almost every frequency, Figure 2-20c
shows the MT" of the lens being considered. In Figtire 2-20d, the aimplitude
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ol vach sine wave In 2-201) has simply been multiplied by the trannfer
factor for thdt Irequency, as presented in 2-20c. Thus, Figure 2-20d
shows the amplitude spectrum of the Image as It is produced. Hligh fre-
qutncy components are responsible for sharp corners, and since the HF
drops olf at high frequencies, this is the result to be expected.

This section has shown how the MTF may be calculated for an optical
system, and how it may be used to predict how that system will resolve
various patterns. The following section shows how the MTF can be obtained
for the human visual system. The use of the term visual transfer function
will he restricted to the description of a linear system, or a system
operating in a linear range. The human visual system is not linear over
a wide portion of its operating range; that Is, the magnitude of the out-
put is not linearly related to the magnitude of the input. However,
within much of the range of interest for target acquisition the approxi-
mation of linearity can be used.

2.7.2 Human Visual Response to Sine Wave Patterns

To determine the sind wave response of the human visua! systen ii .iuru
complicated than the procedure described. The reason for this is obviouu:
it Is not possible to employ a photometer and measure objectively .he lu?-i.
nance distribution of an object as it is perceived by the Db-erve7. '.,. '.

it is necessary to employ more indirect procedures. Several differ-wct kitds
of procedures have been employed. The results have b;een in genLat agree-
ment, the greatest sensitivity to spatial frequencies usually occurs in t-1.
region of 3-6 cycles/degree.

The details of the experiments and the stimuli ezrlcyed vil ii,t
explored here; instead, it is sufficient to note that a transfer Naton
is eventually obtained which has the form shown in Figure 2-21, Apai, ti,.te
that there Is a decline in resolution at both extremes of the spectruK., wlth
a maximum occurring at around 6-9 cycles/degree; thii Ia equiva4.t to al'o;'t
1 line/mm at a viewing distance of 14 inches.

2.7.3 The Uses and Limit'ations of the Human Spatial MTF

The above discussion of attempts to derive a spatial MIF for , zunan
visual system has been simplified in a number of respects. There are asqwnp-
tions to be met in order for the use of the MTP to be valid (cf. Corttiset
1970, for a discussion of linearity, isotropy-, and homogeneity). r 'orst
troublesome assumption is that of linearity, for there ic much evidenrl !hat

By nonlinear we mean that the magnitude of the output (the perception) Ls
not related linearly to the magnitude of the stimulus that gives rise to it.
Instead, the relationship is more nearly a logarithmic one. The issue is
complicated, and the fact that it ic beyond the scope of this chapter to
explore it does not mean to imply that it is unimportant. Of course, the
precise shape and positioning of the MTF curve depend on a number of param-
eters (e.g., averdge display luminance, accommodation dintance), and a
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grvat do-a I t work I tst Ill requir red to expl oc suth arw.teru sld t npt i-
tinm*: the teclhnique. Neverthele.-I , at our pretuenL . tate 4A knowedge i(Aoigh

2is known of the general form of the hbuan MT to #.nabl* un to predict romt
k ( Interesting perceptual phenomena.

Border contrast enhancement is predicted by the fact that the MTF drops
off at low spatial frequencies, Figure 2-22 shows the utps in predicting

the output for the two patterus represented in Figure 2-22ao The .!lguru on
the left, which would be a light strtipe on a darker bac:kground, 1s u.miiar
to the one on the right in that both have Oharp "corners." The difference,
as may be seek- in Figtre 2-22b, L In the low frequency reption, the curve .n
the right has areas of gradual chattge, reprenentod by low frequency sine
wave components, vhile the corresponding regions on the left hand curve
exhibit no change -- i.e.r have an infinitely low opatial frequency. The
humaa HTl'F, shouln In FIBure 2-22c, shows that both high and low frequencc';
will he attenuatod. As we have oaert. the sh.trp cornera wili be rounded dut
to the high frequency cutoff as ir shown to be the caae Pt Figure 2-22d.
What is also shown is that the differences between the two curves are almost
entirely eli inuted, wince those differences exiat in & frequency range to
which the visual system is not responsive. This pro dliction is perceptually1
correct; the two patterns do in tact look idtntital. And as can b.- seen in
the left half of Figure 2-22e, due to the low frequency attenuation the
regions of greateut brihtneas difference (border contraut enhancement) are
in the regiona of abrupt transition between integrity levels.

Mother phenomenon the WIF predicts well ia rimultaneous brightnes'
contreat. If e gray pattern Is viewed aainht a biack backtir,.udtd, it Appears
lighter than it does if viewed agairot a white background. If the patterns
are plotted and thu osual analyteu perrformed, it te seen that ruvch a result
it to be expectud (Cornsweat, O1).

There are almo situatioas in whith the prod'ctiou:a bas~d on te human
MTF fatl. For extatple with patt% rrqu ouch Aa those datoaribzd in Fgure 2-2e,
GubJtcts ,are not likely to report hvighttmaes differences between the center
and the edge of the strips. In ochee coses prcolved diffecenceu, between
regione si-parated by a border that apyearv aharp, are greater than they
'ihouid" be. There are several roaaorin ior vktrh diacrepanciee. in 1ome
casea, the conditions undrr which the Ifv w te obtained (e.g , brief faslies,
low tar et coatrastu) war too differnt fo the vtewrig condItions employed
4!" Othe Avalnit,. n ot-or c .. th v')reric.tiono rra utheid kthen the
txperImanter, in waisncs, sks the right qeationst the subject' reaponoe
rcprtotre and expecttions aotncae lim it the way in which he car d-scribe
what he aees, In other cases thu nontinoarty in the vijgnl kcytanM provfces
a strong barrior agnrt accurate prd,'tion. Vork I progrepsin3 in tie
study of human viuuat norlinearity, in the hope that by understunditg i.
no'ilinearity better, mecae moy be devioed for inzcorporntine it In the
prkdiction.
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. ' 1 lite rtun'poril Mtdu It I on rr;ansf.r runctlon (.I'F)

Iiv tempo'r.aI frtquency re'ponne for human vi : on can be determined
j iii .a m.nsner .n.,i logotos to tlhat described for the spatial sine wave response.

I'V .ye's re.sponst to Hill(. w:ve vrlations may than he used to predict
the perception of complex temporal waveforms, again assuming linearity
In the visual system. A considerable amount of work in theis are. has
*bet' ptrf'rmed by Kelly (1961). 111s procedure was to provide a large
(OWQ) circular tent field, uniformly Illuminated, and with blurred edges.
The luminance of this field could be varied as a function of time, in a
sinuofdil falion. Tihe task of the subject was to adjust the amplitude
of this variation (with the average level held constant) until it was
barely large enough to be detected. The frequency of the variation was
then manipulated by the experimenter, as was the average luminance level.
(The data to be presented are actually In terms of average retinal II-
luminance, rather than luminance. Since an artificial pupil was used,
however, there is a perfect correlation betwaeen the twao measures). Figure

2-23 presents the results of this experiment, plotted in two ways. In
Figure 2-23a absolute sensitivity is shown, as a function of temporal
frequency. It may be seen that maximum sensitivity for high average
luminances it; around 25-30 liz, and that the maximum occurs at lower fre-

quencies an the average luminance is decreased. Another important feature
of this figure is that all of the curves begin to coincide as the fre-
quency Increases, Thus, at a frequency of 50 Hz for example, the modu-
lation amplitude required for the intensity variation to be perceived
doe's not change -- it is the same for all the average luminances em;loyed.
Figure 2-23b presents the same data expressed as percentages, so that
the values on each curve of Figure 2-23a have been divided by the average
luminance represented by that curve. Presenting the data in this fashion
demonstrates that in the case of low temporal frequencies it is necessary
to increatie the modulationi as the average luminance increases, until the
same percentage of modulation is attained.

Thefte curves, except at the very low intensity levels, have the same(general shape as the spatial sine wave response functions discussed in
an earlier section; that Ins, they show a decrease in sensitivity to low
frequency inputs as well as to high frequency inputs. A similar approach
may now be taken to predicting behavior for mo'.,e complex waveforms, pro-
vided the condition of linearity can he met. A further inspection of
Figure 2-23a reveals that this condition has been met, for high temporal
frequencies. As in our consideration of the spatial XTF, a system is
operating in a linear range if the ratio of input to output modulation is
SCOnS L, fuegardless of the Average value. The fact that the high-Ifrequency portions of all the functions in this figure fall on the same
downward sloping curve indicates that the system is indeed linear for

high frequencies, for regardless of the average luminance the threshold
modulation at a given frequency remains fixed. At low frequencies, how-
ever, it iv evident that the visual system is not linear. Because of
the fact that a constant relative modulation is required at threshold,
the system appears to undergo a logarithmic tranoformation at low fre-
quencies (Cornsweet, 1970),
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iI III u.t r~ie how tht, tlnpora I NMTF Call bie ted to pred Ict the CIlT
ilel, .I s.qll.irv' wIve pait tern. cons lier what happet nt to the input spec t rim
s lthe I rquevil of the square wave increasesM The frequency of t lie

fund.inelit11 sill.e wave component inicrea.es at the Hame rate, because It
Is Illent Icat to the repet It Jon rate of the squart waves At the name
I Imet the lIIght'r order harmonics, which as we have seen ,ire mul t iples
of the fundimental frequency, also Increase (of . Figure 2-19). hut be-
lcause iil this sharp dropofr of the wry at high frequencies, the contri-

hution of the higher order harmonics drops to practically zero whenever
the square wave pulse frequency approaches the fusion point. Thus , the
C:FF for .a iquare wave is the same.as that for a sine wave of equivalent
modulition .implituide. For a further discussion of the application of
Fourier techniquest to the study of flicker, see Brown (1965a) and
Cornsweet (1970).

Another instance where the temporal MTV can be used to predict i
perceptual Phenomenon Is In the case of Bloch's law (also sometimes re-
ferred to as the Iunsen-Roscoe law). Bloch's laW states that there It. 1

reciprocity zelationshIp between the Intensity and duration of a flash,
so that below a critical duration all flashes of equal total energy
should have equal perceptual effects. In other words, Luminance x Time
- Constant, for a square wave pulse. Bloch's law Is an example of the
temporal Integration properties of the human visual system. The Im-
portant quantity for perception is the time integral of the luminance,
rather than the particular distribution of luminance with respect tu
time (again, this is true only up to a certain critical duration, which,
In the case of threshold measures, Is approxinmately 0.1 second). Another
way to express temporal Integration Is by means o! the Blondel-Rey law
(Lloyd, 1973), which describes the relation hetwe:'i a Just-visible flash
of light, and a just-visible steady lightt

L - L.(I .0 c),t
where L is the threshold luminance for a steady light exposed for t
seconds; L., is the threshold luminance for a steady light of infinite
duration; ,nd c In a constant equal to 0.21 second. It may be shown
that with this formula, when t is belos approximately 0.1 second, the
product of L x t is very nearly a constant,

With respezt to the MT predictions, Cornsweet (1970) has shown
that most of the difference between equal energy square wave flashes or
different durations io in the high frequency components, which arca
.tro.. -. , at.ewaLed by tile HTF. Therefore, up to some duration, all
such flashea have very neatly the nsame output spectrum. An lower
average luminances are employed, the h"r begins its sharp decline at
progressively lower frequencies (Figure 2-23a), thereby increasing tle
temporal range of flashes that will rill appe.r Identical.

2.7.5 ApplicationR of HTF to TArdet Acquisition

"tdIn summary, the ue of the NTF holds a good deal of promise in the

study of many problems In which the human vioual response must be known.

* I,



It has limitations, ,tnd 'are must be taken to apply it properly (for
exdmple, by rn.iking sure the condit ionb under which the MTF wan obtainv4d
-ire ,is siailar as possitile to those for vhich a prediction ii elioip, made).
In ;dditiorn, it should be noted that the HTF is not an explanatcry tou;
the underlying photochemaical and neurophysiological mechanismn. have ,ee1
entirely excluded from this discussion. Nevertheless, it can predict
certain classes of events. The HTF approach, a!pplied to the analysis ()I
prior experiments in the target acquisition field, way help to rt#.'olve
apparent contradictions between different sets of data, or to suggest
critical experiments chat would resolve such contradictions. In
addition, it may serve as a useful tool in helping designers to make
certain decisions. For example, an engineer trying to d.cide whether
one display would be better than another might determine that for a
certain class of targets, two different levels of fidelity might ii fact
be indistinguishable when they go through the bunan visual system. Thus,
in comparison with more traditional approaches to the study of visual
acity, t;e HfF has been shown to be a more comprehensive, predictive,
and systems-iriented tool for studying the human visual response. lse
cf HTF in pred-^ctir.g target acquisition has not been done. Yet, as

ntoted in the followirg chapters, we can determine some atmospheric IM,
sensor-display HTF irnd ,iAsul MiT. In theory, the probability of
tavget acquisivion should be the resultant combination of thoue HT's.
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CHAPTER THREE

TARGET AND ENVIRONMENTAL FACTORS

3.1 Introduction

Some of the most critical factors affecting target detection and
recognition are those pertaining to the characteristics of the target aed
its background. The target's size, shape, color, and texture are of courtie
primary to the cask requirements. Background can be cluttered, simple,
homogeneous, flat, muuntainous, hilly, forested, grassy, bushy, farmland,
with many or few man-made features. Environmental factors include the
characteristics of the atmosphere as to its clarity, sun angles the pres-
ence of smoke, hazes fog, dust, etc. When dealing with other than direct
visual target acquisition, other target/background/onvironmental factorn
become important, such as the thermal signature of target and background,
in the case of infrared sensors, for example. This chapter will consSit
of two major subdivisions: the first dealing with thu target and backlgruund
characteristics and the second half with the effects of the physical
environment.

3.1.1 Sources of General Information

The ,est general reviews of the target and environmental factorn it-
fluencing target acquisition are to be found in Middleton (1952) and in
Erickson (1965). Middleton has an excellent chapter on the extinction of
light and the alteration of contrast by the atmosphere. This hook although
getting somewhat dated does provide nomographs for predicting "sighting
range" derived from the Tiffany data (Blackwell, 1946) and is still very
useful to the practitioner and researcher. These nomographs take the ambiuent
illumination into account, as well as the contrast of the target to its back-
ground, and the meteorological range. Erickson (1961 and 1965) providel. the
data needed to determine the probability of detecting the target in different
types of terrain (1961). The 196' report. also takes ,notion, .4earch gKomretry,
cockpir obstruction, type of search, targsit type, outface reflectance, and
clutter into account. There is also a discussion of aimulator and field
studies. Optical characteristics are discussed in a manivr helpful to the
operational typs of personnel concerned with problnma of target acquilsition.
Both Middleton and Erickson (1965) contain good b0blioxraphies whic can be
uted for finding sidd4 ,iona dat..

Other good general references are the series u; :.,' entitled "Visi-
bility" published in 1964 in The Journal of Applied . the VIthuy
group at. Scripps Visibility Labor.'ory and in the Air i-r'c %lrvey in
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tCophysics No. 21 published by Penndorf, Goldberg and Ltufkin in 1952. Buth
report" cuntain 8ood atmospheric information, practicat datai for the designer
and field user. The RCA Electro-optics Handbook i another source of atmos-
pheric data useful In both direct visual and electro-optical sensor analyses.

3.2 Target/Background Variables

This section is concerned with the efferts on target acquisition per-
formance of variables associated with the targets, and with their background
characteristics. Variables such as size and shape are specifically target
characteristics. Others such as vegetation and clutter relate to the back-
ground; and some, for example, contrast and masking, are associated with both
target and background characteristics. Although target features can be
varied independently of the background, and vice versa, target detection and
recognition depend on the interactive effect of both target and background
variables. This relationship must be taken into account when considering
the effects discussed.

The primary target/background variables; target size, contrast, mask-
ing, and terrain type, are among the most important and the most extensively
investigated variables affecting air-to-ground target acquisition perform-
ance. Target size and shape for example, have been the subject of many
laboratory studies, simulation experiments, and field trials. Target/back-
ground contrast and background clutter have beer. studied extensively in
carefully controlled laboratory experimonts. The relatively small amount
of flight test data relating these factors to target acquisition reflects
the difficulty of controlling and quantifying them under flight tef.t condi-
tions. Fortunately, the effects of vegetation and terrain type can be
studied experimentally by high-fidelity simulation techniques and in field
trials.

In this section the effects of target and background characteristics,
and two secondary variables, angular velocity and motion are considered.
Variables associated with both target and background interaction are then
discussed and finally, environmental parameters such as atmosphere and
illumination.

3.2.1 Target Size

In air-to-ground acquisition tasks, target size may be measured either
in terms of actual ground size, or in terms of apparent size, defined as
the visual angle subtended by the target at the observer's eye. Apparent
size depends on the actual size of the target, the angle at which it is
viewed, the range of the terget, and the characteristics of the viewing
system, if any, interposed between target and observer.

A target becomes capab3e of detection when its anguar svbtenae exceeds
the visual acuity threshold, but most targets are not detected until the
angular subtense is considerably above tvreshold. This indicates ttWit search
problems are more important than visual acuity limitations in actual air-to-
ground target acquisition (cf Chapter 5).
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dWork rrltd tout by J ones anid Bergert (19 70) usln 1 AI pI two-,dlni1.4it,1. Ld t'trHt inita terrain-mu>de] study, damenHtrafed that Lthe atigulir

subt .rnt.rs rt, itlred for both detection and recognlition InvolvinK sgearchl were
greaittr tha w'-wa seLarch was not requ"ril. The detectL~u tUHsP Involving
.4enrch requilrcd an antgular subtense almost twice as great as the correspond-
Ing thresthold values, Requited angular subtense values depended on contrast.
For the 20% contrast level, targets had to subtend 2.7 m nutes of arc for
detoetlun under search conditions and 1.4 minutes of arc under thr.shold
(1ion-search) conditions.

Additional evidence that the angular size requirements of targets at
acquisitloo atu substantially higher than the acuity threshold comes from in-
flight acquisition data reported by Moler (1962) and simulation data reported
by Snyder and Greening (1963) under presumably medium contrast (20-50%) con-
ditions. In both of these studies each target's major dimension subtended
.ore than 10 minutes of visual arc at the median rav:'e of recognition. This
agrees with Stoedman and Baker (1960) who found that an angular subtense of
at least 12 minutes of arc is required for the accurate re ognitlon of con-
plex forms under "high" contrast (>50%) and ideal vieving conditions.

The common laboratory finding that, other things being equal, larger
targets are more readily detected and recognized than smaller ones (Boynton
and Bush, 1957; Miller and l~udvigh, 1960) has been confirmed by field test
and by high-fidelity simulation experiments. Whittenburg, Schreiber and
Richards (1959b) studied apparent target size in a field test and found a
positive relationshlip between size and identification probability. For
small apparent sizes, u? to about 25 sq. mils (a square mil being the poly-
hedral angle subtended by an area of one square unit at a distance of 1000
units), identification probability was highly related to size. Above this
value, sizu had little effect. A field test cdrried out by Hicks and Moler
(1966) also ohowed that large targets were mnore readily identified than
small ones.

Rusis and Snyder (1965) used a motion picture simulation to investigate
the effects of target size, measured in terms of the percentage of the film
frame covered by 'the target at a fixed range of 1000 ft. (304.8 m.). 'they
found that for small targets (average subtended angle 0.003 steradian)
acquisition probability was significantly lower, and acquisitioz, range
shorter, than for targets of large apparent size (average subte J ed angle
0.089 steradlan), Errors of omission and errors of commission were alao
significantly hi~h,!r.

3.2.2 TaKaRt Shaj.

Several target acquisition studies have shoan that targets of very
similar sizo but differing in shape can give rise to uubstantial differences
in performar.te. For instance, Molr (1962) and SnydL, GCuniiig and Calhoun,
(1964) both found differences in recognition probability between military
vehicles roughly equal in size, even when the tergets were located in the
same locniton and approached from the same direction. Similar results were
found by Snyder and Greening (1963) when they compared recognition perform-
anco for rectangular parallelepipeds and for cubes of eaual frontal area.
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These pvriorman,:e dlift-reuten are accouited for by dift ertiiL os II
ta.rget shapol. L.aboratory f Ind I tgs (NatIonal Dufenue Renearch ColtIt tee
1940) suggst that targetn characterized by a relatively large Iength-tu-
width ratio are more dlficult to detect than those that are more iarly
tiquare, 'hw differences based on length-to-width ratio have nut reen
confirmed by air-to-ground target acquisition field te:sts, however.

The ahope of a ground target, In terma of aspect ratio (vurtical to
horizontal extension), is important in relation to aircraft altitude. A
predominantly vertical target will, in the absence of masking affects,
appear larger at low altitudes, whereas predominantly horizontal targuts
will subtend a greater angle when viewed from higher altitudes. Thetse
effects have been analyzed by 5reening (1964).

3.2.3 Target-Type

Target acquisition experiments normally involve a number of different
types of targets, for instance, bridges, buildings, personnel and/or vehi-
cles. Target type characteristics play an important part in determining
acquisition performance where a detail is used in discriminating target
type. Differences between target type acquisition data can be attributed
to differences in size, contrast, the presence or absence of shape details,
and in briefing, cues, and training of observers.

In one study, four different target typas (segments of pipeline, road
intergections, emall areas of water, and petroleum storage tankaj wort con-
pared using a motion picture simulatio; technique. The results indicated
that sub ects paid more attention to gross characteristics of the targut
terrain cues, *'or instwice the presence of a nearby road, than to tiht,
e'perinenters' targeL functional classification (Calhoun and Snyder, 1965).

Target classifications are of limited utility unless Ithey also corre-
apond to Large differences in visual characteristics, such An. size. This
also wa ~found in study if target type i. which differences in acquItition
performanca were found for four different target types, categorized a
trucks, Jeepe, tents, and men (Snydcr, Greening and Calhon., 1964). Tar-
Ret size wag the major determinant of acquisition performance in this
study.

Familiarity with the target has nn important effect on target Idoti-
fication, particul.rly when a numbec of different targeta are situated
clove together, Thomao (1962) fosnd that observers unfamiliar with the nimme
of a particular target tended to maintain prolonged victal contact with it.
They failed to detect other targets in the same area Similarly, Whitttl urg
et al (1960a) report that lsck of knowledge of ! e r, ts and appearsnces 0l
militory objects is a major limiting factor ia effective target idantifica-
tion, Th.,y recommended speciallzed trainit1g in the identification of ienemy
weayonA, vehiclvl, and other types of equipmenr..
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3.2.4 Multiple Targgts

When a numbe r of #mall targets are situated closely tcgetier, the
effect is one of a target complex, rather than one of individusl targets.
Dukes and McEachern (1955) and Van Arodall (1974) found chat grouped tar-
gets were detected more often than ungrouped or single ones, If all the
targets in tl:e group are the same type, then identification of grouped tar-
gets is no more difficult than identification ot a single target. However,
interpretation problems may arise in the case of a heterogeneous group.

For instance, '4hittenburg et al (1960a) report that placing a series
of different targets less than 3 seconds flying time apart, tended to
reduce identification scores. They suggest that this may have been due to
a tendency for ubservers to "lock on" or fixate one target at the expense
of others nearby. It appears therefore that the effect of grouping
heterogeneous targets is to facilitate detection, but it also impairs
identification of its individual members.

3.2.5 Targe; Motion

Dyer (1965) reportp a field study of sir-to-ground target xtquiaition

where vehicular targets ere stationary or moving at th, tire of acquisition.
ie found no difference in acquisition perforrance between stationary and
moving targets during flight trials at 1000 ft. (304.8 n) altitude and speeds
of 550 Kts (1019.2 km/hr) and 700 Kts (1297.1 kni/hr), although at a lower
altitude (500 ft., 152.4 m) or lower speed (350 Kta, 648.6 km/hr) moving
targets were more eAsily acquired thatt stationary ones. Direction of vehi-
cle motion relative to the flight path was an important factor.

Erickson (1965) has pointed out thret ways in which target movement
may enhance the probability of detection. Yirst, a new target may be
created by the notion, such as the waka of a ship, or i dust cloud behind
a vehicle. This latter effect was reaponslble for the "cpparent" sighting
of a Jeep on an unpaved road by on astronaut orbiting 100 railes (160.9 kW)
6bove the earth's surface. Calculations by Taylor (1964) show this to be
an entirely credible sighting.

Secondly, change in the locatios cf the target due to its motion may
be noted. Third, the motion, per a0, ef the target may attract tim
observer's attentign, owever, the angular velocity due to the tnovement
of the target over the ground must be diosriminable from the apparent engu-
lar velocity of the ground at that point due to the atircrsft'o notion. If
target angular velocity Is not diacrimin t le frc m ,jound angular volo,ity,
then target movemert, per so, cannot provIde Wiancawnt of the dotection
per~ormznc',

A featurs of thin study by griek.zon ce t e creat.on o! a nordograph
for computing angular rate., 'igure 3-1 is a representation of the no-ograph;
the following are the instruc;Ions for its uae.
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IN:TRUCrItNS FOR USE (F AN;ULAR A'iLE NUMUMURA'II

i t.Iv'l~il (I) S ofi.!t dliitunce to targLet

(2) It aircraft altitude

(3) R range ihend to target

(4) V velocity of aircraft

liev I red: da , the angular rate of a point on the ground at (R, S)
dt

E.XMILE S - 265 feet (80.77 mi)

H - 200 feet (60.96 m)

R - 2,0O feet (609.6 m)

V - 1,000 ft/sec (304.8 m/see)

Procedure: (1) Find the desired S (265 ft) on the S-scale on the upper

left of the nomograph.

(2) Then go across horizontally until the desired Hi-curve
(200 ft) is intersected.

(3) Go straight down from this intersection to Lhe index
line V-W.

4) Follow the curved lines down until the desired vertical
range line (2,000 ft) is interserted.

(5) Draw a line from the index point on the lower right,
through the intersection point obtained in (4), up to
the index line X-Y.

(6) Now draw a line from this intersection point on the
index line, through the desired velocity (1,000 ft/qe),
across to the angular rate scale on the far left. The
answer (4.67 deg/sec) is obtained on this scale.

(7) For convenience, two different scales, A and B, can he
used. In the example men':ioned, the A velocity scale

is used, so the angular r.te must be taken off the
A da/dt scale, If the B scale had been used (V - 200
ft/saec) the corresponding angular rate would be 0.93
des/sec, taken off the f5 scale.

Scales are given as follows for conversion from ft/sec and m/sec to knots
,nid km/hr and from deg/sec to rtidians/sec.
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DugaH and Peterson (1971) say that the reason moving targets are morLe
easi ly detected than non-moving ones is because of the changing contrast of
the target with Its background. They found that moving targets produce
curves of acquisition similar to non-moving targets but with larger time
constants. Their data fitted quite well with Bailey's (1970) assumltlcn of
an exponential time dependency for target detection probability. They used

-. televised rectangular targets against an aerial scene and a felt baLkground.
A subsequent study by the name author Peterson and Dugas (1971), extended the
previous results by utilizing targets having variable speed ane contrast.
Using a homogeneous dot matrix and a solid square target on a TV monitor,
they found that the following equat.ion beat summarized the effects of con-
trast and target motion:

Ado C (1 + 0.45 v2 )t

where: f - glimpse rate, assumed to be three per second

As a area to be searched in time t

Ado " normalized detection aperture; an empirical constant that
varies with target size and background complexity

C - contrast of target with respect to background

v - target velocity in deg/sec subtended at the observer's eye

t w search time

This eqitrLion contains a linear contrast term and a squared velocity
term. Peterson and Dugas maintain that their results indicate that search
is more nearly random than systematic, but that with prior knowledge of
detection aperture, it should be possible to devise a search strategy that
approaches systematic scene search. The use of the term aperture is used
in the sense that Bailey uses it, i.e., that the best model of the individ-
ual searching a scene is that of. a visual aperture which Is woved rapidly
over the scene and sLopped in wv emzsnt w hcn come sup"aIht ,.,,d point of
fixation is detected that might be a possible target. I is a
part of glimpse theory which is the basis of many s .... ,
Chapter 6).
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WIhleI .iti iib)erver iin alreratt Is 1lookIng at the turrain '*jed 4 fI t.
iarcralt the fterrain nppe'ars to ba moving tUvwrd h'io. A \ ot ngree~l (19b4)

hi s polItILed out, ground appnrent movement has u dogradig vffe'ct on dyll-,11-
lc visual detection and recognition. The agulor aubtieue of the t ;rljet
or other objec(H grows in Ize; relative positiont of targut. to b,(lgrttn d
changcm and target lattiral featuren grow at a different rate than do horl-
4.oatai feature",

Unaccelirated flight past a point oil the ground producem contlnioui!
changes in the line-of-sight, as shown In Figure 3-2. The apparent angulal
position of a point on the ground changes relatively olowly when tt! range
is large compared to the altitude. As the aircraft qpproaches the uh).ct,
Its apparent angular motion Increases rapidly uncil It reaches tht positlon
of nearest approach, and then receden, in synetrical fashion. Figure 3-3
(Greening and Sweeney, 1962) shown curves of angular rates vs tim-.

RM

D -; .

0R'vL! I /

R

But s " .RM

yR +1I Li

Also, 0 , v(to . t) Where to ti e of r.tirest aproaO

Figure 3-2. Apparont Angular Motion of
Ground Objects
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3.2.6.1 Extended Object Geometry

Grecting (1964) provides an excellent discussion of the dynanic proper-
ties of the visual field when looking for targets at low altitude." Ih'ln ;

collection of points comes under observation, the visual geometry becomes
complex. All the characteristics of the static search, detection, and
recognition problem exist simultaneously. The quality of the visual scene
changes significantly with time. Some of the changes are:

a. Angular Subtense

oThe angular subtense of any extended target normal to the
line-of-sight is a/R, where "a" is a- line r dimenaion of the
target, and "R" is the rsnge to the target, For a rectangular
element with di-mensiona a x b, the apparent area will be abiR

2

(Figure 3-4). Thus, as t-, object is approached, its apparent
linear dimensions increase as I/R, while its apparent aiua
increases an I/R2,

S"For a small -orizontal surface, the 3 .teral subtense is again
appruxiatated by a/R. ' The vertical oubtense involves the altitude,
I. Ior small angles, the vertical vubtense will be:
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flhtmi, a linear feature along the f I Ight path will lengthen dipp'r-
ently ,am I/K2 wil le lateral linear features are growing ;ian I /H .
The apparent ipruportions of horizontal (or incl ined) .surface.- will
thua be changing with t ime.

ii -

E b

SOUACE 01&N'¢ I$d 111

Figure 3-4. Subtense of Distant Objects

1following the same reasoning, the apparent solid angle sub-
Oed by a small horizontni surface will be approximated by

.- , where A - a x b, the area of the hori-

zontal ibr ace.

"In a (--w- .,mplex made up of a horizontal area with Iroiec-
tions on It . buildings oa flat ground), the total apparer t
angtiiar subienao of the horizontal elements will be increasing

fnAer, 1/R 3, with decreasing range than the verticel elements,
liRl (Figure 3-5), Thus, at a distance, a village appears to be
alont ol) buildings, fences, etc., while from closer range (more
oblique aspect) it seems to be mostly ground, roads, etc.

"This relationship holdu also for objects too small to be
individually resolved, such as grass, pebbles, etc. The result

-;i inevitable change in visual texture and, usually, In ipplr-

brightness and color as well, independent of atmospheric
'iccs or visible detaila.
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Figure 3-5. Apparent Size of
Horizontal and Vertical Surfaces

b. Apparent Relative Position

"The apparent relationships among separated points in the
visual field also undergo continuous significant changes when
viewed from a low-altitude vehicle. For objects viewed as a
pattern, this means that the aspect of the pattern varies with
time.

&"For more widely separated objects, some or all of which have
significant vertical extent, observer motion at low altitude pro-
duces the effect of intermittent, partial or total masking of one
object by another. Such masking effects seem certain to have an
important effect upon airborne recognition Derformance, but data
and descriptive metrics are lacking.

"All the geometric effects described above interact with the
static visual variables such as contrast (brightness and color),
shape, atmospheric attenuation, clutter in the visual field, etc.
Greening (1962) has made one brief anaiytical atempL to Com...,
these variables in a form usable for quasi-dynamic prediction.
Using static data presented by Middleton (1952) and Boynton et al
(1958), we have plotted apparent centrast as a function of range,
meteorological conitions, and target size (Figure 3-6)."
(Pages 4-9).
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Figure 3-6. Recognition Ranqe and
Apparent Contrast

3.2.7 TargetlBackgr.und Brightness Contrast

Target/background brightness contrast is a way of quantifying the
difference in brightness between the target and its irmediate bdckground.
It is usually define'd as:

Contrast () = t Bb 100

where Dt is the brightness of the target and Bb the brightness of the back-
ground, Contrast thus defined may be positive or negative according to
whether the target is brighter than its background or vice versa.

In most target acquisition studies, inherent contrast, that is, the
target/background contrast meeaured at the real-world target, is of less
signiftcance than apparent c.ntrast. Apparent contrast is the contrast
between target and background measured at the observer's eye. This
depends on the inherent contrast, the slant range of the target, the
ch6racterintics of the intervening atmosphere and, if an intermediate
viewing system such as television is used, its transfer characteristics.
In general, the greater the slant range of the target, the greater the

S. lcss of contrast due to atmospheric attenuation. The extent of the lots
dependo on the density of duat and water particles in the atmosphere.
Probles of vision through the atmosphere are extensively discussed by



lit %i.1n (1952) 1ind dat a pre.twted by I1utItley (1946) are t ten u.md to
C.)1ettlote "y e:flects of the lotii o'& c .itrast on slant range aiid art.ot-
plwrio at teuat ton.

1The e'fuct. of target/background contrast have beern exten:ivuly
sLudied a!a!ytically and it laboratory experiments (see. for l, tance,
Blackwell, 1946; Lamar et al, 1947; Taylor, 1960(a) and (b); Vos, Lazut.
and A,,uman, 1956). These -studies are primarily concerned vith contra;t
thresholds for simpld targets of different sizes against uniform
backgrounds.

Laboratory conditions are vastly different from those of air-to-
ground tcrget acqu!sition- tasks. Basic conttst threshold data have beesi
ineCirporated into predictive-models of target acquisition performance.
There have been relatively few -field tests or simulator studies of air-to-
ground target acquisition in which apparent targetlbacground contrast has
been systematically varied-, Thackham, Wade and Clay (1966) report a field
trial in which target vehicles were located under conditions of high,
medlum or low- contrast, but no contrast measurements are reported, The
rvsults showed that-the high contrast condition gave significantly lohger
identification ranges for static targets than the low contrast condition.

A simulator experiment carried out by Ozkaptan et al (1968) studied
target/background contrasts ranging between 5% and 35Z. The extent to
which contrast af.fected target detection d'peo.,d on both camera field of
view and type of briefing. In a simulatian experiment Jones and Bergert
(1970) s'udied the effect of target/background contrast under closely
controlled conditionn in which the subjects viewed the terrain model
directly. The contrast values of the targets against their bacgrounds
ranged from 5% to 50%. The results indicated that low contrast levels
(5 - 15%) resulted in a large decrement in target detection and recogni-
tio performance, This is shown in Figure 3-7 where th, effect of contr it
on the viual angle requirements for coeognition is plotted for search and
no-search (threshold) conditions. Another study vhch Investigated the
effects of contrast using a television system Indicated that contrast had
a greater effect on performance than under direct-viewing conditions (Uergurtand Fowler, 1970),

3.2.8 Clutter

Laboratory experiments have show . that zs nu_)or of objects In a
complex visual field increesies, target recognition performance deteriorates
(Boynton and-Bush, 1957; Chriatner, Schutz nd Ray, 1959; Williams and
Borow, 1963). 1n air-to-groued target acquisition tasks the terrain is
usually cluttered with objects other than the -target. Simulations and
field studies haVe- shown -that the same effect$ occur: a greater degree of
clutte- leabding to -a deterioration-,in target -cqui ition verfom nce, A
factor also likely to cause pertforumce deterioration i~s -that the wroe
objects- -in the vitiul- field, the higher thQ posaibiliry that one or more
of these objects wil partialy or cofopletraly in~k the target. This effect
-is hdightened by reduction in flight altitude.
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Figjure 3-7. Visual Angle Requirements for
a Recognition Task as a Function of

Target/Background Contrast

In 4 field study of cluttet effects l/hittenburg et al (1959a) compared
the acquisition of tareLs located in relatively open areas with that of
uncscvAled targeto plaLed close to natural terrain objects. tio difference
in performance was found. Similarly, a simulator study carried out by
Bergort and Fouler (1970) showed that a background cluttered by non-target
objects ouch as trees or rocks did not affect the subjects' ability to
dintinGuish the 1;&rgets, as comparcd with open field backgrounds. This
was also found by Van Arodall (1974).

Tho.e results Indicote that clutter per oe does not alwsys have a
The ffec of ,'k,,.f €|aendF;

upon whether subjects are t'ained to search effectively, i.1.? to disregord
areah uhere targetas are not likoy to be. The degree of camilarity of the
cluttering objects to the target end the conspicuity of the t',rgot are also
factors in determining the effect of cluttar on target acquisition. An easy
acquisition task will make the target stand out like the proiarbial oore
thumb and therefore the subject will not have to fix:ate an .eny target-like
tlutter objects.
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A major problem In studying the effects of terrain clutter is that of
quantifying the degree of clutter. This has been a~tCopted by Nygaard
et al (1964) using various forms of ,senor imagery, including aerial
photographs. Using a stimulus-complexity analyzer to measure overall back.-
ground complexity, a curvilinear relationship was found between the analyz-
er measure of total object count and recognition performance for both
photographic and infra-red imagery. An inverse relationship was found
between target recognition time and mean object size and object-size
variance. These results suggest that it is possible to quantify some
aspects of background complexity in relation to the real-world; further
research is needed in this area.

Another important factor closely related to clutter is the degree to
which objects in the surrounding terrain resemble the target itself. This
factor, usually referred to as target confusability, is considered in
Section 3.2.12.

3.2.9 Terrain Type

The extent to which acquisition of a target is affected by the nature
of the terrain has been studied both analytically and experimentally.
Analytical studies (see, for instance, Ballistics Analysis Laboratory, 1959;

Erickson, 1961; Greening and Sweeney, 1962; Snyder, 1964) have concentrated
on evaluating the probability that a target will be potentially visible,
that is, not masked by intervening terrain, at various slant ranges for
different flight altitudes and types of terrain.

Terrain type refers to the degree of ruggedness of the terrain, for
instance, fairly smooth, moderately rough, or very rough. Terrain has also
been categorized in terms such as average gradient and average number of
slope changes along sections of fixed length. The pre.sence of mountainous
or hilly terrain between the aircraft and the target greatly reduces the
probability that there will be a direct line of sight to the target. The
target is thus less available for detection, particularly at very low
altitudes.

Figure 3-8, which illustrates data from Erickson's study, shows the
proportion of terrain in view as a function of altitude for four terrain
types, determined from detailed analysis of contour maps. Whether or not
a particular targe: will be in view at a given altitude depends on terrain
type and on ground range. For instance, at an altitude of 400 ft, (121.9 m),
the probability of the target being in view is app.roximately 0.50 over
moderately rough tGrrain but this falls to 0.30 over very rough terrain.
Data such as these are of value in determining optimum altitudes for partic-
ular mi~viona..

Experimental studies of terrain type have been mainly concerned with
the effects of different kinds of vegetation and surface covering, which
form a background to the target. These effects arise in part from varia-
tions in target/background contrast and in the degree of target masking
which occur with different terrain types. This result was found by Wyman,
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Rawlings and Sturni (1965) In a simulator study of four different terrain
types, plain (i.(.. grey), rural, desert, and foreut. The results showed
tht masking efiects due to the simulated forest background brought about
a reduction in recognition probability of approximately 0.20 as compare~d
With the other three backgrounds,

.. . . . . . . . . . . . . . . . . . . . . ........................ AI Y .I0 I ..... ERRA...........

/

MODERATELY ROUGH TERRAIN
20 ___,ROUGH TERRAIN

- VERY Rk0lI! TERRAIN

0 00 1000 1500 2000 2O0 3000

ALTITUDE ABOVE TERRAIN (Feet)

SOURCE: ERICKSON, 1951

Figure 3-8. Proportion of Terrain in

View as a Function of Altitude

In another simulation study of backgruund effects, Blacktwell , Ohmart
and ilarcum (1958), also using a terrain model, studied the recognition of
vehicular targets against three backgrounds, asphalt, Brass and dirt.
Slant range of recognition was significantly affected by background type,
thi dirt background Siving the longest ranges and tile asphalt background
the shortest. The asphalt background also resulted in a substantially
lower recognition probability than the other two backBrounds. These results

rield testing has shown that terrain type also affecto visual naviga-
tion porformnce. Ileap J1965) reported a significantly lower number of
successful navigation runs made over terrain in North German; than were

made in Southern England, and s still lower proportion made over South

German torrain, A possible reason for this finding is the hifgher proportion

of mountainous snd forested terrain in South Germany than in either North
Germany or Southern England, i th a resulting higher incidence of masking.
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3.2.9.1 rerraln Cla.tification

Erickson (1961) empirically studied the effects of groan Lerrln

features upon ground visibility.

lie initially classified the terrain by inspectiou. Ls being fairly
smooth, moderately rough, rough, and very rough. A qun itative classi-
ficatiton of the terrain was obtained by noting the number- f changes in
slope direction (from up-to-down or down-to-up) in each 12,00-foot
(3657.6 m) section. The average slope of each section wan meZ.z-.rkd In
degrees from the horizontal. The equation defining avirage slope is:

Average slope U nP

Dt

where Sn is the slope of the terrain, in dcgrees from the horizontal,

D io the horizontal distance, in feet (or mecera), through which
the terrain has the slope Sn,

Dt is the total length of the section, in the same units as D n

An example of such a terrain calculation is shcwn in Figure 3-9.

ur PLOTTED
S47 SECTION

W

rigure 3-9. Terrain Classification

This figure shows three elope direction changes and an average elope of

I SljD +S2 jD2 +1 s31 D3 +is41Do +13 ID
D1 + D2 + D3 + D4 + D 5

Figure 3-10 illustrAtee grickuon'e method of computing degree of
obstruction, and Fiaure 3-11 ohows the rceults of his tarr-i, claosificatlon
effort.

Ryll (1962) has a goed diseuseaon of irtflence of terroif on ta'r et
detectability and contin a useful model of terrain moakirn and the effects
of foliage mras-king. This aodel is bsod oi. a gr-und roughness survey cond~ct-
ed by the Institute for Cooperative M aoorch (1961).
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A target becomes availabLe for detection only when there is a clear,
unobstructed line-of-sight between it and tho observer. If a target Is
partially or completely obscured by intervening objects, it is aid to be
-iked. As an aircraft approaches an obscured target a point will come at

;nich the target ceases to be completely masked and, after further travel,
finally becomes camp etely exposed.

The range at which unmasking occurs is critical as it combines with
aircraft speed, to determine the length of time available for target acqui-
sition. The apparent size of the target musf, be large enough, at the time
of unmasking, for detection to take place.

The extent to which an intervening object will mask a target depends
on the relative sizes and positions of object and target, and the altitude
at which the aircraft is flying. The lower the altitude the greater is the
likelihood that masking will occur. The main cause of masking is obstruc-
tion by hilly terrain, but buildings and vegetation in the vicinity of the
target can also give rise to masking effects.

From a knowledge of the geometry of a particular situation, i.e. size
and position of object and target, and aircraft altitude, the degree of
masking which will occur at any particular range can be calculated; the
range at which complete unmasking occurs can al.o be predicted.

Rusis and Rawlings (1966) performed a low-level high speed air-to-
ground photographic simulation investigating the effects of masking and
level of reconnaissance/intelligence information. They not unexpectedly
found that the higher the level of masking due to terrain or atmospheric
conditions, the worse was the level of recognition performance of their
subjects. They also found that the heavier masking (shorter range to unmask
point of target) resulted in a shorter acquisition times i.e., the mean time
between target availability and correct recognition (3.95 seconds fcr heavy
masking, 6.23 seconds for medium; and 8.81 seconds for light). They explain
this result by a possible tendency of their subjects to search for targets
-in areas which were closer to the alh.craft, or because cargets that are
-heavily masked become exposed at shorter ranges than do lightly masked tar-
gets. A third possible explanation is that due to the close range of the
targets at unmask point there was not as much time available for recognition
as for the lighter level of masking. This constrained the data to the
shorter recognition times that were found.

Masking effects have not been systematically studied in. ild teas or
by simulation techniques although Whittenburg et al (1960a) report that
target detection and recognition scores dropped substantially when targets
were deployed so as to utilize natural concealment. However, exposure time,
which depends partially on raokin8, has bean atudled eyperimentally (cf
Chapter 5) and has been shown to be a driving function of search success
probability.
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'he type of vegetatian in the vicinity of the target affCctU both the
background of the target and the degree of masking likely to occur; tlicuo
can affect target acquluttion performance. Brake (1955) in a field study
of air-to-ground target acquisition found that targets in the open were
detected approximately 1.8 times aa often as those located In wooded arean.

The extent to which targets are masked by surrounding vegetation depends
to su.m extent on the thickness of foliage, which itself depends on the time
of the year. Studies of masking effects (Ballistics Analysi|i Laboratory,
19q0 have shown that the probability that a target It exposed at any partic-
ular range depends on whether or not tu . ge is present. For instance, at
a range of 3000 ft. (914.4 m) and an altitude of 324 ft. (98.8 m) the proba-
bility of a 7 ft. (2.1 m) target being exposed was approximately 90% under
no-foliaue conditions, but this was reduced to about 30% if foliage was

* present. At lower altitudes, the effect was even more marked.

3,2.12 Target Conspicut , Embeddedness. Ambiguity, or Confusability

Targat conspicuity refers to the similarity betwcean a target object and
the non-target objects in its vicinity, or to that between several target
objects. Laboratoty studies have shown that the greater the similarity of
targets and iion-targets, in terms of size, shape and contrast, the greater
the search time required for recognition of the target (Aloomfield, 1970;

Smith, 1961). Similar affects occur in air-to-ground target acquisition,
particularly iii the cage of small tactical targets, but this has been
relatively little investigated.

Hicks and Moler (1966) studied the extent to which confusion occurred
in the identificacion of five different tactical targeta in a field uitun-

, tion, They found a wide variation in the percentage of times a target was
misidentified. The greatest confusion occurred between the three largest
targets which were also the targets that were most likely to be detected.

* " Size and shape oimilarities were largely the cause of these results.

An experiment of a rather different type# also relevant to the problem
of confusability, was carried out by Wnittenburg, Schreiber and Richards
(1959b). They conducted a series of trials to determine the extent to which
real tactical targets could be distinguished from dummy replicas uf actual
equipment under high-speed, low-level flight conditions. The results showed
that duMMiCo could be discrimirated from the real targets much more readily
for large targets, ouch as 2 1/2 ton vehicle, than fol omall targets such
as a 1/4 ton vehicle. It to difficult to draw any conclusions from these
resul. t without knowing the extent to which the dummies resembied tie real
targets. Apparently, color, structure, texture, and signs ot operational
use and weathering helped the subjects to distinguish the real from the
dummy targets.



3,2, I liBdkground Scaling and Interaction

Znitzeff (1971) attempted to develop a target-In-background mutric to
bI* uted in the prediction of dynamic visual aircreuw target acquisition per-
fortnivnce. lie used factor analysis and ridge regresion to develop a predic-
tor equation of target acquisition. Seven basic parameters were found whilch
accounted for most of the variability in the air-to-ground cumulative target
acquisition probability. These predictors were: 1. target length, 2. tar-
get width, 3. detail contrast, 4. target contrast, 5. element count,
6. ambiguity, and 7. heterogeneity. These 7 accounted for 79% of the
variance in target acquisition probability. This amount of predictive power
was obtained when he tested 16 subjects in static target acquisition using
10 scenes of the approach to the target filmed during the JTF-2 program
(Wyman, Gilmour, Snyder, Jahns, and McGrath, 1968). The first five param-
eters are physical and/or photometric measures while the last two are
psychophysical. These two psychophysical parameters were scene ambIguity,
determined by asking the subjects to determine the average number of target
area possibilities in each scene, and scene heterogeneity (judged scene
complexity). This study attempted to characterize scene clutter in meaning-
ful. predictije ways. The effort should be continued and expanded since it
has great possibilities for increasing the accuracy of our ability to pre-
dict target acriisition probability and acquisition ranges.

Mendez, Freitag and llallenback (1972) in analyzing infra-red imagery,
found that Fourl.r transforms of microdensitometric traces across the target-
scene interface u. re a good indicator of scene complexity as judged subjec-
tively. They recommend this method for characterizing background clutter.

Unfortunately they did not correlate these relative photometric energy
traces with an objective measure of the target acquisition probability of
the photographic imager.

3.2.14 Color and Color Contrast

One of the factors that determines whether a target can be detected is
that of differences in the color of the target and oE the color contrast of
the target to its backgrotnid. Middleton (1936) studied the applicability
of the C.I.E. metric to that of colored point sources. Konchmieder (1924)
thought that there should be a special theory for the visual range of colored
objects by reason of the two contrasts involved, brightness and chromaticity.
Drovm and MacAdam (1949) measured the visual sensitivities of hu=an vision
to co b ii a d Chonmat-city .n. liinance differencaa. However, the target
acquisition task is such that the targets ara relatively smail, usually Ics
than half a degree. Middleton (1952) is certain that the threshold of
chromaticity difference increases greatly below a subtense of about half a
degree, lie also shows that an object of any color appears nearly achromatic
by the addition- of air-light by the time its color contrast with the horizon
oky has fallen to such a low valus that it will disappear. Even in those
cases where the color appears to be just outside the HacAdam ellipse (just
noticeably different from source C used by MacAam - 1942, 1943), color con-
trast does not have much effect on he visual range of air-to-ground target

detection or recognition.

I



Titi ha; been verified for televisiion target acquisition hy FJow!er and
Jotes (1972) who found no significant differences in acquisition (dLtectlon
or recognition) when the same dynamic simulated (terrain table) inituiutii

were displayed by color or black and white TV.

In the related problem of air-sea rescue, color contrast does help in
the location of rafts and flotation devices. Against a water or water-
simulated background, early work indicated that fire-orange war more highly
detectable than other hues, Some of the later work indicates that colors
in the red band (Munsell colors IORP to lOR) were more detectable than oter
hues of the same value and chrome (Farnswor.h, Malone and Sexton, 1952).
In a series of studies investigating the relative efficiency of different
colors for markers and signals, Hilgendorf (1971) found, "... There In I(th
doubt that colors in the red and near-red portions of the electromagnetic

spectrum present the beat universal signalling characteristics."

A recent study, reported in Van Arsdall (1974) did find statistically
different target acquisition performance as a function of target color
contrast with a green terrain background on a terrain model when brightness
contrast was equated for thn three tank target colors (brown, green, and
gray). The scale of the terrain table (1000:1) necessitated short viewing
distances, and no atmospheric degradation was used to make the simulation
approach the real world color contrast attenuation by the atmosphere.

Kraft and Anderson (1973) found no statistically significant difference
between achromatic and chromatic imagery when displayed either stereo-

scopically or nonstereoscopically. They did find that the prediction of

target acquisition performance on achromatic imagery was less certain than

that obtained on chromatic imagery. This finding helps to confirm the

opinion of Middleton that color is not an important variable in target

acquisition, especially since the Kraft and Anderson results were obtained

by the near real-time dynamic presentation of 1:3000 scale strip imagery

moving at 3 degrees per second.

3.2.15 Camouflage and Texture

An intuitive (or naive) view of air-to-ground target acquisition might

indicate that the texture of the target would provide a cue to its location.

Although no good definition of texture exists in the literature, it has been

defined as surface coatings of mud, dirt, etc. However, the three-

dim4nsionality of texture when observed at close range trarslates into con-

trast differences at the long ranges usually desired for target acquisition.

Freitag (1974) says that texture at least in a simulation terrain table

study is not a good variable to teat because of its confouded nature with

contrast and detail outline and because it is leas important than clutter,

illumination, atmospheric effects, etc.

A recent clasaified symposium (Laurence, 1973) on passive counter-
surveillance contains several articles on the use of camouflage as a counter-
surveillance technique, Of particular interest .s the paper given by Bucklin
(Chapter 27) on the history and status of small items camouflage.
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CaM1ouflage haI been Hutudied eXtens iye ly in ground detect iu1 of personne:l-
nized targets to determine detection range as a function of camouflage varla-
bles. Payne (1972), Snyder and Rowland (1968), (reynon and IPayne (1971),
and Guttman and Webster (1972) dic:usn several techniques and methods of
determining detectability range of camouflaged targets. Little work has
been done on camouflage of large targets in air-to-ground detection, pri-
marily because of the wide use of auxiliary sensing devicea such as radar,
FLIRS, etc., which are not affected by ramouflage, at leant in the visual
spectrum.

3.2.16 Flare Light

MacLeod (1973) has recently reviewed the effectiveness of flare light
on visual target acquisition for the Target Acquisition Working Group (TAWG).
This report summarizes the flare design characteristics, the flare-observer
interface, environmental determinants of flare effectiveness and the
strictly human factors aspects. MacLeod comes to the conclusion, after
surveying the available literature, that ... "One particular source of weak-
ness in these models (of flare effectiveness) is the injudicious use of data
dramn from basic research dich may bo inapplicable to the complexities of
target acquisition in the real-world. Another limitation is the inability
to account for unique interactions among variables which require empirical
determination." To which can only be added that this criticism could be
leveled at all aspects of target acquisition modeling and to the field in
general except for field testing where the paucity of field instrumentation
adds to the usual field test problems.

llilgendorf (1969, 1970, 1971a, 1971b, 1972, 1974) has used a small
5 x 18 foot terrain table to evaluate different types of flares, different
ignition altitudes, the effects of shielding, and the effect of varying
observer altitude.

A big problem with terrain tables is their lack of simulating atmo.-
pheric conditions applicable to real target acquisition conditions. Katz,
Ase, Raises, and Hiilgendorf (1970), simulated fogs and mists by means of an
environmental chamber. Under simulated night conditions with flare illumi-
nation, they used aerosol clouds with visual attenuation comparable to real
fogs. They studied the effects of fog density, flare intceusitv aad compared
unfiltered vision and vision through a yellow haze filter. They found a
direct correlation between visual acuity and fog density levels, an inter-
action betwoen visual acuity, fog concentration, and liSht levels in the
ranges studied. At increased light levela, subjects tended tu show slightly
less sensitivity to changee in the fog density. No evidence of improved
visual performance was observed when the yellow haze filter was used.

Blunt and Schmeling (1968), and Clisham (1969) are excellent sources
of data pertaining to the iWact of target-background factors in target
acquisition utilizing flare illumination. The former have a multi-step
planner's guide for selecting an appropriate flare from kno-= physical
characteristics of the target being searched for.



D).a-:1 (1971) uised a 1:160 scale terrain model L . eLermine the amount
of groumd i lumination required for recognition of vehicles anid personnel
as a3 function of target illumination angle, range, terrain backgroLad and
anle of observation. lie found that a progressively smaller amount ol flare
lUght is needed to recognize the target as the flare moves from a pustion
betv'een the target and the observer at a target illumination angle of 30
degrees, through an overhead position (90 degrees) to a position behind and
above the target at 150 degrees.

3.3 Ar:no ,,heric Conditions

Attuasph ric conditions, particularly visibility, greatly affect target
acquisition performance. Analytical studies of target acquisition and mathe-
matical modeling have considered the effects of atzospheric conditions, but

field studies often overlook this important determinant of detection/recog-
nition range and probability.

Precipitation has an important effect on acquisition and extreme
weather conditions such as fog, heavy rain or snow-fall seriously degrade
performance, and sometimes render target acquisition impossible.

3.3.1 Cloud Cover

Cloud cover appearn to have an effect on target acquisition performance
by virtue of its effect on scene illumination, shadow effects and masking.
hittenburg et al., (1960a) report that cloud cover tended to slightly

improve obsorver efficiency, while Dyer (1964) found that it made IlitLe
difference. Cloud cover ceiling height was found by Bradley (1974) to have
a strong effect on the target acquisition probability under flare illumina-
tion due to its cff~ct on the available search time.

3.3.2 Diurnal Variation

Time of day affects both the general level of illumination on the
earth's surface and the position of the sun, in azimuth and elevation, thus
altering the nature of the shadows cast. Target acquisition performance
could be affected by the time of day at which field trials are carried out,
although little systematic work has been done to investigate this variable.

Data that have been analyzed to investigate time-of-day effecti, have
yielded largely negative results, flicks and Moler (1966) and Snyder et.al..
(1966) fa led to find any eieifjnt effects due to time of day in studies

4conducted under daylight conditions.
There is evidence that the decrease in illuzination occurring shortly

after sunset is very important in determining the range at which targets
can be detected (Ilecht et al., 1944). Although studies have been carried
out to evaluate low-light sensor system, there are no reports of studies
in which direct, unaided target acquisition performance has been compared
for daylight and twilight conditiops. Results quoted by Whittenburg et al.,
(1960a) indicate that night-time illumination conditions preclude the
effective detection and identification of targets.



Sun ;tianle refern to the direction of thc un In relation to thu aIr-
craft is track. 'lle effect of Hun angle on target rr-cogniLion perlormnce

has been studied by Illackwell, Oh art and I1arcum (1958) in both field
studles and simulation experiments. For the five nun angle values Lented
an approximately linear relationship was found between slant recognition
range, plotted on a log scale, and sun angle, as "hown in Figure 3-12.
Ranges were greatest when the aircraft track was directly away from tit-, sun's
position, and leaUt. when the aircraft was flying in the direction of tie
sun. Forward observation was most seriously affected by glare when the sun
was ahead of the aircraft direction of motion.
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Figure 3-12. The Effect of Sun Anglo on Slant
Recognition large



Similar reaultu were found by Gordon and Lue (1959) who studied the
v'ilect of illuininant azimuth and elevation on the detection and ldentJfica-
tiou of targetu in a miniature battlefield. Egevation appeared to have a
greater eficet on performance than azimuth.

These results are in accordance with the findings of Dyer (1964) that
the position of the oun relative to the flight path affected target acqul-
altion ranges during those flight trials conducted when visibility was
restricted by haze.

The results of detection have been studied in a number of laboratory
experiments. Thesu studies agree that as the level of illumination in-
creases, performance improves until an asymptotic level is reached, beyond
which further increases in incident illumination do not have a significant
effect on acquisition performance. No relationship was found between the
incident light intensity at the time of identification and the accuracy of

-target identification. But the limited amount of available data did not
* allow the evaluation of shadow effects.

3.3.4 Illumination Levels

The effect of lighting conditions has been extensively studied both
analytically and in field tests. The early work in this area was done by
the Camouflage Section of the National Defense Research Committee. The
results of this research, which was based on the work of Blackwell (1946)
was first reported by Duntley (1948) in a series of nomographic visibility
charts that related the liminal (threshold) circular target visibility to
angular sabtonse, illumination level and target/background contrast.
Duntley's nomographs provided the minimal distance that a circular target
could be donn. In spite of explicit cautions by Duntley, his nomographs
have frequently bean misused by applying them without taking into account
the appropriate field factors in the prediction of target acquisition
rtinge. It should also be remembered that the Blackwell data were taken from
well-trained subjects with homogeneous test backgrounds, far removed from
the operational situation of flight, where terrain backgrounds with non-
homogeneous targets of irregular dimensions are the typical conditions of
nearch. Forced choice was used by Blackwell with no search of the visuali ,( oceno,

n4

To convert from the 0.50 probability of the nomographs to the 0.90
probability in the real world, Duntley recommends halving the inherent con-
trast of the target before entering the nomographs; this yields a sighting
range which he defines as the point where the observer has confidence in
his detection of the target. Duntley also developed the basic equation
relating target visibility to luminar-e of the background, meteorological
range, and the optical slant range:

C R (B 0/B R C e-3. 912 R/v where
R (oR o wh3re
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Bo a inhur nt luminance of the background

BR . tlo aplarent luminance of the background

R optical slant range

C ' inherunt contrast0

v - the meteorological range

This equation describes how the atmosphere acts to attenuate the target/
background contrast by scattering and absorption of the light quanta, and
shows that it is an exponential function of the optical to meteorological
slant range ratio. Meteorological slant range was defined as the distance
for which the contrast transmittance of the atmosphere is 2 percent.

Host of the target acquisition modeling, analytic and field data
gathering (all having to do with the physical properties of the atmosphere
in scattering and absorbing light and/or other types of radiation such as
IR, lUV and laser wavelengths) have followed the lead of Duntley, notably at
the Visibility Laboratory of the Scripps Institute of Oceanography and at
the Air Force Cambridge Research Laborecories at Bedford, Mass. Following
Duntley's load, Penndorf, Goldberg, and Lufkin (1952) surveyed the slant
visibility problem suitable for direct field use. They extended the useful-
ness of Duttley's work to airborne (hence slant) visibility under a standard
clear atmosphere, a thin fog layer ca the ground, two different kinds of
vioual ranges above the fog layer, and finally a thin dust layer imbedded in
the atmosphere between 6,000 and 7,000 feet. They have taken into considera-
tion the position of the sun relative to the visibility horizon.

Under field conditions, the level of illumination depends mainly on the
time of day, the degree of cloud cover and the presence or absence of shadow.
However, field trials reported by Whlttenburg at al., (1959b) indicate that
short-term variations in incident illumination do not have a significant
effect on acquisition performance. No relationship was found between the
incident light intensity at the time of identification and the accuracy of
target Identification, but the limited amount of available data did not
allow the evaluation of shadow effects.

3.3.5 Seasonal Variation

The time of year at which field tests are performed affects a number
of parameters relevant to target acquisition performance. These include
meteorological conditions, target/background contrast and vegetative mask-
ing. The most noticeable seasonal change occure --hen the terrain is covered
with snow ond many of the minor feetuar whicsh normally create a ciuctered
appearance are no longer visible. In addition, a covering of snow obliter-
ates numerous shades- and tehtures and replaces them by a much higher bright-
ness. For instance, the weighted reflection factor for fresh snow, taken
from Bricknon (1965), is 0.77 as compared with 0.03 for black earth, 0.09
for paved roads and buildings, and 0.50 for open sea.

3I2
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The effects of a snow ground cover on navigation and target acquisitlon
are not known. In some cases navigation night be facilitated by the reduc-
tion of clutter, which allows some important features, such as railways, to
stand out more clearly. The effect of snow on target acquiiitiLon performance
depends on whether critical details of the target are hidden, and oil changes
in target/background contrast.

No systematic study of the effects of seasonal variation has been per-
formed, probably because of the inevitably long-term nature of such a study;
also, since several variables are confounded, it would be difficult to
determine the exact cause of any effects found.

3.4 Vislbility

3.4.1 Definition of Visibility

Visibility is the distance of an object from the observer at which the
contrast between the object and its surroundings equals the threshold of
contrast of the eye, i.e., the object is just at the limit of visibility.
This dstance is called the "visual range" and is usually denoted by V (in
miles) or Vn (in nautical miles).

Meteorological range is defined as the range at which the contrast of
a large black objeat seen against the horizon falls to 0.05, where 0,05 is
the value given to the threshold contrast. According to Hiddleton, threshold
contrast values can range from 0.005 to 0.100, but internationally, meteoro-
logical range is now defined in terms of the 0.05 value (World Meteorologi-
cal Organization, 1958) although a value of 0,02 is still sometimes used.
Since the attenuation characteristics of the atmosphere vary with altitude,
meteorological range which is a slant range measurement, also varies with
altiti~de, increasing as altitude increases.

Since an object cannot become available for detection until it is at
a range equal to or less than the visual range, target visibility has some
effect on target acquisition performance. Field study reaults, however, in-
dicate that if visibility is above a minimum of about 3 miles (4.8 km), it
has little effect on target acquisition. For instance, Hfeap (1965) reports

J - that target detection probabilities showed no significant differences in
visibility conditions of 4 to 10 miles (6.4 to 16.1 km) as compared with
visibility conditions greater than 10 miles (16.1 km). Similar results are
reported by Whittanburg et al., (1960a).

On the other hand, Dyer (1964) found that poor visibility coused by
haze had a marked effect on the pilot's ability to navigate and detect tar-
gets. In hazy conditions, the angle of the sun relative to the IElight path
was particularly dritiza l. Tiis lazr ...... iv in- ... dn.. utth analvt-
ical studies by Goldberg, Lufkin and Penndorf (1952) which show that
visibility in the direction of the sun is always reduced, as compared with
that in the half circle opposite the sun which remains upproximately
constantt.
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Tht? effect of hate on search time has been studied tinder static simu-
lition conditions by rownsend, Fry and Caoch (1958). 'They fcund that the
elfLct of haze., when simulated by contrast degradation of aerial imagery,
was to increase the search time required to locate critical details and
lengthen the duration of fixations.

Mliddleton (1952) outlines four factors which influence how far one can
see through the atmosphere: (1) the optical properties of the atmosphere;
(2) the amount of distribution of light; (3) the characteris-.Ics of the
objects being viewed, and (4) the properties of the eye, alone or aided by
instruments. Any definition of visibility must be related to these factors.
In practice, tie term visibility has a number of meanings.

3.4.2 Attenuation of Light in the Atmosphere

Light traversing the atmosphere suffers losses due to absorption and
to scattering. This effect is called "attenuation." If the intensity of a
parallel beam decreases by a factor e-02 over a path length of £, [I is
called the "local attenuation coefficient." In the case of visibility of
dark objects against the sky, the light source is provided by the entire air
path itself. In the case of slant visibility the light source is provided
by the reflected sun and sky light of the object, plus the ait light pro-
duced between object and observer.

3.4.3 The Attenuation Coefficient

The attenuation coetfi tlent a is composed of two factors, namely aM,
the air molecular scattering coefficient, and Pp the large particle scatter-
ing coefficient. Values of 0 are given in Table 3-I for specilic visual
ranges. For purr air a. sea level, which contains no water vapor or dust,
- 0.0126 km- 1 (0.0234 nmi'1 ). OM decreases with altitude in the same way

as the pressure decreases with altitude. Since the atmosphere contains
large particles like nuclei and water droplets, a higher value of rM. must
be used. Experiments have shown that a standard ordinary clear atmosphere
can be assumed (Ilulburt's Atmosphere) for estimation purposes. It s based
on measurements up to 38,000 feet. Attenuation coefficients at various
visual ranges are giver in Table 3-11, which assumes that pure air
(Rayleigh air) does not e~tist below 50,000 fet. In this table, the values
of 8 are reduced to sea level pressure. Op, the largo particle scattering
coefficient (Mie scattering) is mostly due to the presence of water vapor,
carbon dioxide, and ozone. Figure 3-13 shows the relative contributions of
these coefficient constituents, in a model clear standard atmosphere.
Figure 3-14 shows how the atmospheric attenuation coefficient varies with
visibility range.

.4.4 Slant Visibility

Slant visibility is the ability to dSatinguish details in terrain from
an airplane. Visual detection range can be predicted on the basis of con-
trast attenuation with range and atmospheric conditions. The main determi-
nant of visual detection range ie'the cbject contrast; the larger this
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TABLE 3-1

Visual Range V and Attenuation Coefficient a

nm. km

1/16 .10 62.59

1/8 .21 31.30

1/4 .40 15.65

1/2 .80 7.824

1 1.6 3.912

1 1/2 2.4 2.608

2 3.2 1.956

3 4.8 1.304

5 8.0 0.7824

10 16.1 0.3912

20 32.2 0.1956

30 48.3 0.1304

50 80.5 0.7824

100 160.9 0.3912

Source: Ponndorf, Goldberg and Lufkin (1952)

TABLE 3-I

Standard Ordioary Clear Atmosphere

Attenuanr. .
Altitude Coeff.ciant (8) Horizontal Visibility (V)

feet H mi km

0-3000 0-914#4 0.22 i8 28.97
3000-6000 914,4.1828,8 0.17 23 37.01
6000-10,000 1828.0-3048.0 0.09 38 61.15

10,000-50,000 3048.0-15240.0 0.035 ill 178.63

50,000-100,000 15240.0-30480.0 0.0234 172 276.80

S-urce: Penndorf, Goldberg and Lufkln (1952)
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coltriLt, tLhe greIter the visual range. A slant visual rang can be
defined only for a predetermined object contrast. Thcre docu not exist a
general elant visual range which applies to all featutes in the terrain.
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coning from it and its surroundings can be broken down into component parts.

The light entering the eye is composed of two parts, namely:

1. Light emi~tted or reflected from tho object "(l-f lced sun and

sky light) and its inrndiate back"ground

(The-air light is the sunlight and skylight scattered by miole-
cubes and large partil!a in the direction of the obsv. )

! The first of these (a) may be considered the oignal while the second
i one (b) may be thought of as the noi'oe in the contrast discrimination

process. Mfoot methrods of computing contrast transmission use the target's
inherent contr'ast (at zero range) and attenuate it by atmospher'ic scatter-
ing an a function of range, or as a function of visibility, and light (sun)
conditions.
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The must Imnport.ant ltcturs wich dtLefermlae the target.'a detail contr.st
II terrain backgrounds are:

I. Object cotltrat|L (inherent)

2. Altitude of observer

3. Variation of attenuation W,(;ficient with altitude

4. Luminance surrounding thu til )Oct

5. Nadir distance of the objut

6. Zenith distance of sun

7. Azimuth distance of the objct from the vrtical of the sun.

Te firi.t three factors are alwaya important; the last three are very
important if the visual horizon in r@1ation to the position of the sun is
within tiz visual field of tile observor. The luminance surrounding the
object Ja assumed to be constant.

By international agreem "t the daylight visual range is the distance
at which a large dark object on tho horizon is just recognizable. Meteoro-
logical range is defined as Lnat horitontal distance Rv for which the con-
trast transmission of the atmosphora In daylight (CR/C0) in two percent,
where C is the inherent contrast ot an object against the horizon sky and
CR is te apparent contrast at rangs It. To predict target acquisition

range, Middleton (1952) shows th=a (ipparent contrast CR reduces exponentially
with range R according to cavR . An ,thown by the equations on Figure 3-14,.
the effective value of ov, the avorogo attenuation coefficient for the
visible spectrum (380 < A < 720 nn) dopends on the visibility range Rv .

Ov W 3.912/Rv

where the units of a. are determined by the units of Rv . Figure 3-14 is a
plot of the above equation, and indhatos approximately how Rv is affected
by different kinds of weather,

The surface reflectance of tht (bject is also of great importance, i.e.,
the amount of light directed into the observer's line of sight by the tar-
get's surface. Typical reflectance values are given in Table 3-111 for dif-
ferent kinds of objects. The data are valid across the visible spectrum,
so that targets and background haviN equal reflectance values should have
no contrast. The attenuntion conaft.a t B is gaso Lived to detera__n
whether the observed contrast is groater than the contrast threshold using
the equation CHIN " e-Ov where v is the visibility range. The threshold
value is generally accepted as that poit,: where contrast is reduced to a
0.02 value. Thia relationship in dorived from Koschmiedor's theory.
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TABLE 3-1II*

Reflectance of Terrain Features in the Visible Spectrum

Feature Reflectance (%)

Bay 3-4
Bay and river 6-10
Inland waters 5-10
Ocean 3-7
Ocean, deep 3-5
Forest (jungle) 3-6
Forest (open) 4-10
Ground, bare 10-20
Ground, ve-ry whice 11-15
Ground, iome trees 7-10
Fields, dry plowed 20-25
Fields, green 10-15
Fields, green 3-6
Fields, Vheat 7-10
Grass, dry 15-25
Snow, white field 70-86
Clouds, dense, opaque 55-78
Cloude,, nearly opaque 44-55
Clouds, thin 36-40

Source: Penndorf, Goldberg and Lufkin (1952)

* This table is used to determine detail contrast as a function of difference
in albedo value. The luminance received from two objects adjacent in the
field of view is determined by:

Dlt= b1ia + BA(1-e -at

where: B1  luminance of object

B a luminance of air light
A

I * slant range

After computtng the luminances of the target and its background (B2 ), detail
contrast can be computed by using the formula:

C2.  o aa 2o

B2 Z

where: C - inherent contrast of the target calculated by standard contrast
formula, Co = B o - B20

B2 o

Additional sources of reflectance data may be found in Gordon (Duntley, 1964).
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3.4.5 Shitmmer or Scintillation

The irregular refraction by t1e atmosvhero of tile light rays reflected
from an object or in some cases fruo the terrain background soretimes makes
,e detection and r'ecognition of tar ra difficult or sometimes impossible.
e index of t.fraction of the air sometimes varies rapidly and irregularly

'from place to place, causing shimmer or visual scintillation. This can also
be caused by differences in temperature as in the so-called heat waves.
Middleton (1952), Bellaire and Ryznor (1961), Bellaire and Elder (1960),
Walton (1962), and Erickson (1965) all discuss the importance of this
phenomenon on taret acquisition alant ranges. This is one factor that has
been investigated in the laboratory and can be the possible reason for the
large disparity between predicted slant ranges and those found in field
studies. It is sometimes called atmospheric boil, optical haze, and/or
twinkling. Middleton prefers the term optical haze in daytime and scintilla-
tion for nighttime effects but accepts the generic term shimmer. Figure
3-15 shows how the degree of scintillation affects Landolt broken ring
resolution.

1/4 -.6

112 - .3 o.

l . 5 N .

Figure 3-15. Degree of2-. "% Scintillation versusell% Rerolution Using Landolt
3.6Broken-Ring Chart

0 2 4 6 0 10 12
MUlITILLAT3ION (Percent odul otn)

SO ?CE: BELLAIRE AO ELDER. 1160

3.4.6 lare

If an observer or the subject of a target acqt, tsition study or experi-
ment looks toward a light source, either an iiluinu L or che sun, excsee
illumination directed into his oye from the light source often results in
the uncomfortable condion of glare or dazzle. Holladay (1926) did the
classic research into the ways in which glare affects visibility. He in-
vestigated how the-required contrast difference between object and back-
ground was affected by one or more "dazzle uorces" at various points in
the FOV. He observed that the obscuring effect of such a source could be

3-3L
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I equated to that of an artificially produced "veiling" luminance over the
field of view, Utollada, found that for the range jf luminances he uwed
(0.03 to 3.0 candles/ft ; 0.0028 - 0.28 cnndelas/n ), the amount of veiling

S luminance varied directly no the luminance produced at the cye by the
"dazzle source" and Inversely as the square of the angle between the line
of vb,4ion and the line from the eye to the source up to an angle of 160.
Hiddleron (1952) calculates the increase in the threshold increment of
luminance caused by the disturbing light. lie makes the point that increase

-- in effective field luminance caused by tho "dazzle source" should be taken
into account in deta ,ining its effect on the contrast difference limen.

Stiles and Crawford (1937) report the effect of a glaring light source
on extrafoveal vision, They verify Holladay's results when the normal com-
ponent of the illuminance from the disturbing light is used.

Glare has not been treated aa a distinct and separate variable in simu-
lation studies or in fleld tests. Glare is a function of 3un angle (azimuth
and elevation) and of atmospheric scattering into the line of sight. Sun
angle is varied or measured, but glare is never independently calculated or
measured, except as a function of target-to-background contrast at the slant

t range of detection or recognition. A related phenomenon "flash blindness"
ij the instantaneous offect of high intensity, short duration light fleshes
into the eye of the observer, which cause short-term inability to detect

* targ- ts. It has been investigated under laboratory conditions and .aas been
*reporced under night operational conditions (nearby explosions). However,

it has not been investigated under conditions of air-to-ground target
acquisition and hence does not coma into the purview of this source book.

3.4.7 Contrast Attenuation

Duntley (1948) provides the rationale for determining the apparent
contrast of targets from the inherent contrast, the meteorological range
and the sky-ground luminance ratio. The mathematical relationship for this
(Bittner, 1974) is:

7. Co

5 - - 84,90OR(1-exp (-0.00304611)

where Ca is the apparent target/background contrast; Co is the inherent
target/background contrast, defined as the absolute value of the brightness
difference of the target and background divided by tha brightness of the

11 .background; h is the differential aircraft altitude (in feet); rm is the

meteorological range (in feet); Sgr is the sky-ground luminance ratio; and
R I.6 tlie falt tdngad Lo tha target (in fout), 'ho conaatnLu -n thia equa-
tion are appropriate for light in the visible region with terrain at 9ea
level. Other more general formulations of atmospheric transmittance are
available in Hiddloton (1952). Variants of the results that follow canf be obtained for other formulations. From the earlier discussion, it ia
apparent that R and h can be passively estimated; honce, for a fixed Co ,
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only two parameters are required to estimate C., the apparent contrast of
the target: rm and Sgr. These parameters can be estitrated under two con-
ditions: (1) when viewing a homogeneous terrain; and (2) when flying over
a non-homogenoous terrain.

Homogeneous terrain is characterized by a common variability over ita
extent. A portion of such terrain can be viewed as a sample of the terrain
and its contrast variability. The contrast variability of portions of the
terrain at diffcrent distances from an observer are estimates of the inherent
terrain contrast variance subjected to atmospheric attenuation. Samples of
the contrast variance can be obtained at different distances.

Hence, the apparent contrast of a target with inherent contrast Co, can
be estimated by inserting C. and the obtained estimates of h, rM, Sgr, and
R into equation (1). This is valuable when an estimate of Co is available,
a situation that often exists. Inherent contrast values can be calculated
for various target/background combinations from tables given in Schaefer
et al., (1968) and Condron and Tuolin (1961).

In a moving aircraft, r and Sgr can be estimated from repeated views
of the same portion of the terrain. For example, on a raster line display,
the information on a segment of a raster scan line will be represented on
different lines as an aircraft moves with respect to the area being pre-
sented. Three values of apparent contrast (Ca), corresponding to three
different ranges (r),can be obtained if the same segment of the terrain is
represented as three successive raster lines. Of course, the terrain seg-
ment will grow in apparent width as it is approached, but the variability
of the contrast will be strictly a function of the distance to the segment,
given that system response in constant over the spatial frequencies of the
terrain segment. Given this case, the three srts of values of C., r, and h
can be inserted into equation (1) to fortn three eqaations in three un'noVs.
Solving this system, estimates of r. and Sgr can be obtained even thoue
the terrain is heterogeneous.

Bittner thus has shown that either from u const mt view of a homo-
geneous terrain or from a series of views while flying ovor a heterogeneous
tarrein, the terms in equation (1) can be estimated and used to estimate the
apparent contrast of a know.-n contrast tarGet located at any point within
the field of view.

3.4.8 Atnosihacic Modulation Transfer Function _iTF

The atmospheric HiTF ic a useful method of summarizing the effects of
tha atmosphere on target visibility. Duntley (1948, 1964) is responsible
fot riost of tha theory on tar'et visibility moasureent. and prediction. lie
states (1964) that if it is assumed that all radianc differences are trar.3-
mittaed by the atmosphere with the same attonuation as that experienced by
each image-forming ray, and as a consequence of this assumption, no fine
dtailz are obliterated by atmoupheric scattering, and if it is assumed
that images of distant objects are forwd by photona which traverse the
intervening media without being ocatrei-ed, the AJTF summarizes these concepts.
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r Duntley discusses the work of James L. Harris in deriving the MTF for
atmospheric haze. The utility of the KIF concept in that the AMPf can be
multiplied with other sources of optical losses to obtain the overall MTF
and hence the efficiency of the optical system. A recent hook by Cornsweet
(1970) discusses the utility of thia concept when conceptualizing how visual
perception in affected by the optic properties of the lens, optic media, e,.c.

Brown, Collins, and Hawkins (1968) present a good diucussion of the MTF
method of optical system analysis and of the utility of atmospheric and
visual system frF concepts. Bittner (1974) also presents an exposition of
the MTF method applied to determining the effects of atmospheric MTF on tar-
get visibility.

The modulation transfer function (MTF) is a measure of the resolution
of a component of a imaging system. Usually applied to optics, camera
tubes, video amplifiers, displayn, etc., this measure can also be applied to
the media of transmission (i.s . the atmosphere). The MTF of an imaging
system component is its sine wave opaial frequency amplitude response, a
response that varies from unity at sufficiently low spatial frequencies to
zero as the spatial frequencies increase (see Figure 3-16 for a typical
curve). The AHTF is the MTF for the atmospheric component of an imaging
system and is dependent on a multitude of variobles including patil' length
(R), tiavelength, atmospheric density, ozone concentration, water vpor con-
centration, etc. These complexities cn be ignored when the effective AJMF
for air-to-ground observation is obtained by placing targets of different
spatial frequencies at different points on the ground and directly measuring
the response. The procedure for measuring effective A14TF is similar to the
procedure for determining effective cor.treat attenuation and suggests that
the AMTP can be obtained from a display representation in the manner pro-
posed above for determining contrast attenuation. This view will sub-
sequently ho confirnmed.

1.0

14

0.0h

IUCRIASItri PrAIIAL FREQUENCY M).

Figure 3-16. A 'ypical Imaging
System -omponeit Modulation

Tr..nsfer Function
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A contrabt attenuation function for an object with a spatial frequency
f, at the distance of obnervation R, can be obtained from equation (1) by
respectively replacing C., C., and rm vith Co(f), Ca(f), and

rm(f) r [exP(-(f/fc)) (2)

where Co(f) and Ca(f) are relative to a fraquency f, and both Ic and n are
constants. Equation (2) is based on the observation that the decline In the
mteorological range for spatial frequency targets can be empirically
approximated by a function of this form. Making these substitutions, one
obtains

Ca (f I

C 0(f) - Sg 84PID0R 1  - cxp R-.00004UMh (3){

L~ ~ r(exp - (f /f ))h I
where Co(fi) is the inherent contrast of a target of frequency fi, Ca(fi)
is the apparent contrast of the target, Ri is the range of observation, and
rm is the meteorological range for a target of very low (fi -' 0) spatial
frequency.

Before considering applications of equation (3), note that thn in-
herent spatial fcequency of a target is range-dependent. Indeed, if the
spatial .frequency of a target at range Ri is fi, then Its spatial frequency
at range Rj is approximated by:

R
f .R f 1  (4)

when the ratios of frequencies to range are small, because the angular sub-
tense of an object of width d at a distance R approaches dR radians as d/R
approaches zero. This relationship implies that ii a target of frequency
fi at range Ri is obsorted at a range of Rj, then approximately

C o(fd i " C (fJ) j  (5)

where Co(f)j is the inherent contrast of an object observed at range R , and
fi and fj are related uy equation (4). This relationship in equation I5)
will prove useful in estimating the parameters of equation (3) from samples
Of. LULLCLUU viewa a.. , cct 4.',. SlA, .f'

Suppose several observations of an object (ground area) at severpz di-
tances or several observations of a homogeneous terrain were obtained, A
spectral analysis of the apparent target images (e.g. segments of a raster
line covering an object) would yield the densities of spatial frequencies
(Ca(f), f >0 ) making up the images or by the decomposition of an image into
its spatial frequency components. This can be accomplished for line cegments
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1Y n-thods that are decribed in Davenport and Root (1958). by methodi,
described earlier, estimates of Ri and hi can be obtained; hence, equation

(3) has only Co(f), irm, Sgr, fc, and n an unknowns. Assuming that observa-

Lions are taken at five ranges and recalling equation (5), a system of five

equations of the form of equation (3) can be formed. Estimates of rm, S r'
fc, and n can be obtained by solving this system. Inserting estimates el

these unknowns into equation (3) and lotting T(f) s - Ca(f)s/Co(f) s , an AfF
for a frequency f at a distance R. can be obtained because

-- . T(f)
AHTF f (6)

.. T(o)a

Hence, an empirical expression for the AMTF can be obtained from direct

observation of the terrain. This expression can be used to estimate the

spectral signal for a target observed at a distance.

The above assumed the observation of ground objects, but did not con-

sider that the observing system has its own HrFP. This was intentional and

was motivated by the case with which the problem can be handled when, as is
usually the case, the observing system is effectively "linear." Noting that

the function for AXTF (equation 6) describes a linear system, and assuming

the MTF of the system is also linear, the system MTF is described by

MTFs(f) - (rFE/o(f)) (kMTF(f)) -(7)

where K IFE/O(f) and AMTF(f) are the sensor and atmosphere Ts, respectively.

This expression implies

.. MTrFs (f)

MUM r (8)
MTFE/o(f)

which indicates that, with prior knowledge of MTFE/O, its effects can be

partialed out before any calculation of AMTF. Not adjusting for the effects

of MTFE/O would be an acceptable alternative because the calculations of AMrF

by the methods described earlier would yield the system MTF - the desired

function for practical calculations. Clearly, HTFE/O presents no particular

difficulties when calculating either the atmosphere or system modulation trans-
fer functions.

3.4.8.1 Simplified Estimation of Atmospheric Characteristics

In the previous sections, the demonstrations were based on Duntlcy's
results; i.e.t equation (1). Often this expression is unnecessarily compli-
cated as, for example, when flying near the earth with the sun at zenith
(or not prasent). In these cases, an adequate expression for contrast

attenuation is

C Co exp (-oR) (9)
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where %, is positively valued and inveriolty proportional to meteotologic:al
range (rm) ; Ca is the apparenL contranit; Co l14 the inherent contrast; and
It is the path length. Using equntion (9) would uilitplify the determination
of contrast attenuation by simplifying the form and number of unknowns.
Thiii simplification would carry over to the problem of determining AMTF.
Following the derivation of equation (3), wo snubutitute Ca(f), Co(f), and
rM exp (-f/f )n for Ca, COO and rm in equation (3), This results in an
expression of the form

C a(f) n
Co( ) = exp loexp (10)

where o, fc, and a are unknowns. Fquation (10) can be used in the manner of
equation (3) to obtain either an oatinato of AMTF or the system HTF; i.e.,
HTF S , Its advantage over equation (3) is that it has fewer unknowns and a
simpler structure.

3.4.9 Sources of Illumination Levl and -pgectai Characteristic Data

RCA's Electro-optics Handbook (1968) contains invaluable information
on the amount and spectral chnrncterioticis of natural sources of target and
scene illumination. Valley's Handbook of Goophyaico and Space Environments

(19b5) is another source of geophynical data. In the case of infrared radia-
tion. Wolf's Handbook of Military Infrared Technology (1965) should be con-
suilted for data and methodology.

Figures 3-17 and 3-18 together provide a at:mumary of the scenic ambient
light levels. Curves to indicate illuminance under cloudy moonlight may be
drawn by displacing downward tho givn moonliBht curvoa by the same amounts
as for cloudy sun curves (compared to tha unobscured sun).

3.4.9.1 The Sky

On a clea-, day, about one-fifth of tho total illuminance E at the
earth's surface is from the sky, that is, from sunlight scattered by the
earth's atmosphere. Illuminance is .o luminous flux incident in a surface;

u -s the footcandle (fe) and it ia equal to the illumination falling
on a surface I foot from a I candlopower nourco. A moetr ca udle /.C), r

lux equals the illumination falling on a vurfaca I meter from a 1 candle-
power source; it also is called iumon per square meter. Table 3-IV lists
some approximate levels of scone illumlnanco from the day and night sky
under various conditions.
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Figure 3-17. Illuminance Levels on the Surface of the
Earth Due to the Sun, the Moon, and Sky

'NY 1L A

'es w, ' 01 lett10 1 10 10'

ICONIC iAS 107.11~t

t W1A It Cf H S lly ~t t O F 0

Figure 5,-18. Range of N~atural Illumintance Levels

3-.43



AHIY I-IV

Ntii l . et01 cn' I l luminaw o.-

Im/o
"2  

or mutt.'r candlu-

Direct aunllght 1-1.3 x 10
5

Full daylIght' 1-2 x 10
4

Overcast dey !O
"3

Very dark day 102

TwilIght 10

Deep twilight I

full moon 10"
I

Quarter moon 10 2

StarlLght 10- 3

Overcast atarliaht 10-
4

*Not direct aunlight

Table 3-V gives approximate values of the luminance (B) of the sky near
the horizon and under a variety of conditions. Luminance is the brightness
of an illuminated surface. Its unit is typically candles per square foot
(cd/ft 2) or candles per square meter (cd/m 2). The word candle was officially
changed to candela by the U.S. Congress in 1964.

In determining the sky's brightness, the relationship:

n= B
n

is used. This equation means that the incremental change in illuminance
at the observer, En (light flux per square meter of surface normal to the
line-of-sight) per increment of 9 (solid angle of sky) is equal to the sky
luminance B.

TABLE J-V

Approximate Values of the LWainancc
of the Sky Near the Horizon Under
Various Conditions; Source, RCA 1968

cd/M

Clear day* 104
Overcast day 103
Hfeavily overcast day 102
Sunsot, overcast day 10
1/4 hour after suncot., clear 1
1/2 hour after sunset, clear 10-1

Fairly bright moonlight 10-2

'Hoonlesa, clear night hky 10- 3

Hoonless, overcasr night sky 10-4

I-4
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3.4.10 Atmospheric Transmittance

if a source emits radiation with Intensity J, the irradiance II at s:me
distance R from the source is calculated according to the inverse square
rule to be J/R2 If the path is through a vacuum. However, if the path is
through a gaseous atmosphere, some of the radiation is scattered and some
is absorbed so that

a R2

where T. is a factor less than unity that denotes the transmittance of the
atmosphere over the designated path.

Atmospheric transmittance Ta is a function of many variables: wave-
length, path length, atmospheric gases, pressure, temperature, amounts of
rain, fog, snow, dust, aerosols, bacteria, and the sizes of their particles.

3.4.10.1 Entire Atmosphere

Figure 3-19 shows the spectral transmittance (in percent) through the
entire atmosphere (from sea-level to outer space) along paths inclined to
the zenith by 0, 60, and 70.5 degrees. These Inclinations provide path
lengths within the atmosphere that traverse air masses of ratio 1, 2, and
3 respectively. These curves indicate the net loss from all scattering and
abeorption mechanisms in a fairly clear atmosphere. Besides scattering by
air molecules (Rayleigh scattering) there is scattering by the larger aero-
sol particles (Mie scattering). Various spectral regions of absorption are
indicated on Figure 3-19. The most important are due to water vapor (20),
carbon dioxide (C0 2 ), and ozone (03). For most applications the absorption
by the other constituents is negligible.

3.4.10.2 Horizontal-Path Transmittance

The transmittance of the atmosphere over a path of length R may be ex-
pressed by

T C R /C0  -eOR

where a is called the "attenuation coefficient" (sometimes "extinction").
The coefficient is a function of many variables including path length R and
wavelength X. Usually, o is not independent of path length unless (1) the
transmission path is horizontal through atmosphere of uniform composition

and (2) the rdiation frcquncy ...... i extremely narrow as in the case of
laser transmissions, Sometimes the attenuation coefficient for each of
several atmospheric constituents can be calculated separately and summed to
obtain the total effect on transmittance. In the spectral region 200 < X <
400 nm. Figure 3-13 shows the sea-level attenuation coefficient for a hori-
zontal path in a model clear standard atmosphere (sea-level visibility ap-
proximately 23.5 kim). It is the sum of the ozone absorption coefficient,
the Rayleigh scattering coefficient, and the aerosol scattering coefficient.
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Figure 3-19. Spectral T tn/ smittance of the Earth's
Atmsphrefor Var ng Optical Air Masses.(Adapted from Car 0enter and Chapman - 1959)

Other absorbers, water vapor, carbon dioxide, etc., are not included
in this model. These absorption effects are highly dependent upon wave-
length and absorber concentrations, They may be determined by methods such
as the one given in Valley (1965). They are, however, generally negligible
for narrow band radiation at the specific wavelengths plotted (rhough not
necessarily neftligible at intermediate wavelengths).

Scattoring by water droplets (rain, fog, and snow) is treated by Gil-
bertson (1966).

3.4.10.3 Cnlculati~on of Atmospheric Transmittance

The following is a simplified method for calculating the transmittance
of the atmosphere over various path lengths at various altitudes of both

horizonta1 paths and slanted paths,

70i
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I The simplified calculation procedure uses the three Figures 3-20, 3-21,
and 3-22. Figure 3-20 gives the attenuation coefficient at sea-level, gives
the desired wavelength and shows the conditions of the atmosphere, the latter
being Identified either by the visibility range or by the general descriptive
phrases on the figure. It will be noted that Figure 3-21 follows directly
from the "total, sea-level" curve in Figure 3-13 (which applies to than stan-
dard clear atmosphere with a visibility of 23.5 kmn) and an extrapolation to
different atmospheric conditions as given in Figure 3-14.
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Figure 3-21 provides a correction factor for o as a function of altitude:
for either of two cases. The lower curve gives the correction factot for
horiLzontal paths at the specified altitudes and the upper curve gives the
c:orrection factor which applies to a slant path from sea-level to the spec-
Ified altitude. The horizontal path curve is obtained from the standard
clear atmosphere model of Table 7-4, in Valley (1965), assuming that non-
clear atmospheres have similar profiles. The slant path curve is obtained
by Integrating an exponential approximation of the standard atmosphere over
the appropriate paths, so is presumably less accurate than the horizontal
path curve.
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Figure 3-21. Approximate Ratio of Attenuation
Coefficient to Sea-Level Value for Slant Paths

and Horizontal Paths (Neglects Absorption by
Water Vapor and Carbon Dio.. de

Figure 3-22 provides a simple way to use the preceding data in obtaining
the atmospheric transmittance Ta, where the abscissa is the product of the
path langth, the sea-level value of a (from Figure 3-20), and the altitude
correction factor (from Figure 3-21).
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phere can be obtained by using the data in Table 3-16 of Valley (1965) for a
model of a stan~dard, clear atmosphere; values of the "extinction optical
thickwuse" from that table have been used to calcul.ate the atmospheric trans-
mittan~ce from a point at sea-level to points at various altitudes and hori-
zontal ranges from that point.
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3.4.*11 DIrectional LuminouI Reflectatnce

Reflectance is the intensity of light reradiated from a surface. Gordon
(1untley, at al., 1964) provides tables of directional luminous reflectancen
for terrain at varioun azimuths o: the path of sight relative to the sun,
reflectances of objects also at various sun/zenith and nun/LOS angles. The
data in these tables may be used to compute target/background contrasts (in-
herent) which can be decreased by the use of atmospheric transmission coef-
ficients for determining the v"sibilfty ranges of targets relative to thres-
hold contrast requirements.

3.4.12 Practical Detection Probab)i-v Prediction (Field Effects)

Taylor (Duntley at al., 1964) pt vides a table of threshold contrast
as a function of the target size, which is reproduced as Table 3-VI. When
using tables such as. this one, or curves containing similar d3ta, to deter-
mine visibility of the target, field factora (Figures 3-23, 1-24, S-25) are
used which bring these cor.,:rast requirements out of the laboratory and into
the real world of practicalfty. Taylor also presents a table, reproduced
below as Table 3-VII, which indicates the field factors which should be used
to account for location relative to the v,'i! field, knowledge of the time
of target occurrence, tbrget size, and knuiedge of the duration of The
target in the field of view. These field Lactors also'adjust from a 0.50
probability (threshold) to a 0.95 probability or certainty (acquisition)
that the target is seen. These conversion factors are required if the lab-
oratory threshold requirements are to be maximally useful and correct Jn
calculating visibility functions.

If a design engineer wishes to use laboratory data such as Figure 3-26
for finding a realistic estimate of observer perfcrmance under field condi-
tions, he makes adjustments as shown in the following example.

Assume that an observer must confidently detect the occurrence of a
stimulus of known duration and size but of unknown i-ation within a circu-
lar display area with a diameter of 8 degrees visual zngla. 7he target will
be present at infrequent intervals, say once every 15 minutes or so, and he
can be allowed to miss only 5 percent of the occurrences. The observer is
new to the task, and the task is to arrange the contrast of the target so
that this 95 percent criterion wll be met, Laboratory data show that for
the specified target aize and duration and for the prevailing adapting lumi-
nance, the required contrast for 50 percent correct discrimination by prac-
tical observers in a forced-choice experiment was found to be 0,0061 (Figure
3-26). To correct, respectively, for confidence level (Table 3-VIII), unknown
location, vigilance (see paragraph 3.4.12.1), and lack of training (para-
graph 3.4.12.1), multiply the basic contrasct threshold value by 1.64, 1.31,
1.19, and 2.00, i.e., by 5.12. The needed target contrast, therefore is
0.031 in this problem. Note that this estimate brings the probability into
the operational range, i.e., t.he 0.95 confidence level, from a basis in
forced choice experimental threshold data. An additional correction factor
of 1.2 is sometimes added to the total factor as a multiplier of the basic
threshold contrast to approximate ordinary seeing. To use laboratory thres-
hold data fro.n "yes-no" experimcnts, a rough rule of thumb is sometimes to
double the liminal contrast value rather than itemize each correction factor
separately.
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TAbLE 3-V

Values of Theohold Contrnst Af Functtan of Target Diaeter

T iold Contrast as a for btmu~lu Duration of 0.33 *.cO

:he m'aneter of a Uniform
:et. This figure is an Target Target Target

Dianter Threshold Diameter Thraah~ld DiaMeter Threshold
the Tiffany data based (ain of art) Contrast (z1n of arc) Contraot (vin of arc) rontrast

aents by Taylor. Taylor
asymptotic values of 120.0 0.00763 2.75 0.0396 1.08 0.700

82.5 0.00785 2.70 0.0404 1.06 0.207
Id be reached in the cae 82.5 0.00810 2.61 0.0422 1.04 0.213

field", i.e., with a 51.0 0.00835 2.55 0.0436 1.03 0.220
tnfinite radius. Each 43.5 0.00860 2.49 0.0450 1.02 0,226

different adaptation 37.0 0.00890 2.43 0.04b4 1.00 0.231
32.S 0.00915 2.k9 0.047 0.990 0.240

sin&nce level. 29.5 0.00940 2.33 0.0492 0.975 0.248
23.5 0.0100 2.29 0.0504 0.960 0.256
21.5 0.0103 2.2. 0.0522 0.945 0,264
19.0 0.0107 2.19 0.0541 0,930 0.272
17.5 0.0110 2.15 0.0558 0.920 0.280
16.5 0.0113 2.11 0.0573 0.905 0.288
15.0 0.0117 2.06 0.0592 0.890 0.297
14.2 0.0120 2.03 0.0610 0.880 0.305

W11 13.2 0.0124 1.99 0.0630 0.865 0.316
12.5 0.0127 1.95 0.0650 0.855 0.326

t Applied when Observer is 11.5 0.0132 1.92 0.0670 0.840 0.337
Iou get Propertica 10.8 0.0136 1.88 0.0690 0.830 0.347

10.2 0.0140 1.85 0.0710 0.815 0.358
6 9.70 0.0144 1.82 0.0735 0,05 0.369

9.10 0.0149 1.78 0.0760 0.790 0.380
8.70 0.0153 1.75 0.0780 0.780 0.392

Correction 8.20 0.0158 1.73 0.0800 0.765 0.405
t Duration Factor 7.80 0.0163 1.70 0.0830 0.759 0.415
ed) (3 uscd) 7.40 0.0168 1.67 0.0855 0.745 0.428

7.00 0.0174 1.64 0.0893 0.735 0.442
+ 1.0 6.75 0.0179 1.6i 0.0910 0.725 0.655

6.45 0.0184 1.58 0.0940 0.713 0.470
+ 1.40 6.10 0.0191 1.56 0.0965 0.701 0.685

5.90 0.0196 1.53 0.100 0.692 0.500
1.60 5.65 0.0202 1.51 0.102 0.682 0.515

+ 1.50 5.40 0.0208 1.48 0.106 0.671 0.530
5.15 0.0216 1.46 0.108 0.660 0.350

- 1.45 5.00 0.0222 1.44 0.112 0.651 0.565
4.80 0.0229 1.42 0.116 0.642 0.583

+ 1.31 4.60 0.0236 1.39 0.119 0.613 0.600
" - 4.45 0.0243 1.38 0.122 0.622 0.620

Se. Adeptod from Blackwell 4.30 0.0251 1.35 0.127 0.615 0.635
4.15 0.0258 1.33 0.131 0.604 0.660
4.00 0.0267 1.32 0.134 0.596 0.680
3.90 0.0275 1.29 0.138 0.588 0.700
3.75 0.0283 1.27 0.143 0.579 0.720
3.65 0.0292 1.25 0.148 0.569 0.715
3.50 L,0301 1.23 0.152 0.560 0.770
3.41 0.0311 1.21 0.157 0.552 0.795
3.32 0.0320 1.19 0.162 j .' . .
3.22 0.0331 1.i 0.166 0.537 0.840

is a Function of Retinal 3.15 0.0341 1.16 0.172 0.528 0.870
3.07 0.0352 1.14 0.178 01519 0.900

,cular Photopic Vision. 3.00 0.0362 1.12 0.103 0.512 0.925
.57 cd/m 2) and a target 2.90 0.0373 1.11 0.189 0.505 0,950

d /hnu 2.82 0.0384 1.09 0.195 0.497 0.985
id. The number of each

tiform circular stimuli. Sources Taylor(Duntley et al., 1964).
S2400 observations

1Dvnocular viewing, foveaj fixation, and forced-choice tezporal aethod.

ValUe are averages fron large-ecalc plots of four obaervers, And hencerepreaent omoothed dats.
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3.4.12.1 The Effects of Training on the Contrast Threshold

A study by Taylor (1964) indicated the character of the practice ef-
fects found in a simple laboratory detection experiment, and showed that a
correction factor of 1.90 in contrast will compensate for the difference
between trained and naive observers. This value is in excellent agreement
with the factor reported by Blackwell (1959) of 2.00 for a different data
collection method.

The correction factor needed for vigilance is task-dependent; Jerison
and Pickett (1963) should be consulted. Taylor recommends a contrant cor-
rection factor of 1.19 for vigilance use generally, as does Blackwell (1958).

Additional contributions to the field factor may occasionally occur.
These tend to be even more highly individual, and generally derive from spe-
cial environmental conditions and observer states, e.g., oxygen deprivation,
dietary factors, acceleration, vibration, fatigue, distraction, toxic atmos-
pheres, glare, anxiety, sensory deprivation, abnormal thermal levels, and a
host of others. Only fragmentary data can be adduced in most cases, and it
is commonly found necessary to assess these effects by means of specific
experiments.

3.4.13 Contrast Transmittance

Boileau (Duntley et'al., 1964) provides tables, equations, graphs and
a nomogram for determining the relative visibility of objects at different
altitudes ind at different sun azimuths. le uses the equivalent attenuation
length method of Elterman (1963) to account for the atmospheric attenuation
variation with altitude along inclined paths of sight. Duntley (1946, 1948)
handles this problem by means of his optical slant range concept, Duntley,
Boileau and Preisdendorfer (1957) prefer the summation of attenuation length
profile method. Boileau first computes the beam transmittance by means of
the equation:

T - exp {-[Z/L(z)] sec 0

This determines beam transmittance between sea-level and altitude. !(z),
the equivalent attenuation length in obtained by measured data summarized
in Table 3-IX. Using tables included in that article, he then determines
the aky luminances for inclined paths of sight ranging from the vertical
(zonith angle 0 degree) to horizontal (zenith angle 90 degree,) with re-
,pect to the sun of 0, 45, 90, 135, and 180 degrees azimuth angles, Using
Duntloy's equation for apparent luminance of an object seen through the

B B T + B*

B* path luminance

which says that path luminance is equal to the difference between the appa-
rct luminance and the product of the inherent luminance and the beam trans-
mittance, he then states that the'path luminance for a path of sight be-
tweon two altitudes is the difference between the path luminance at the
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obs;erver's ;tl~tIIde (obtained from the appropriate table) and the product
of the path of sight beam transmittance nod the path luminance at the object
altitude.

TABLE 3-IX

Heaaured and Equivalent Attenuation Lentha, and Ratios of
Altitude to Equivalent Attenuation Length

Altitude, z Measured L(z)a quivnolent f(z)b

(ft) ( m) (nmi) (km) (nmi) tkm) z/L(z)

0 0 4.60 8.52 4,60 6.52 0.000
1000 0.305 1.50 2.78 2,65 4.91 0.062
2000 0.610 0.40 0.74 1.75 3.24 0.188
3000 0.914 3.10 5.74 1,71 3.17 0.289
4000 1.219 7.00 12.97 3,96 3.63 0.356
5000 1.524 22.0 40.77 2,32 4.30 0.354
6000 1.829 28.5 52.82 2,74 5.08 0.361
7000 2.134 31.0 57.45 3,15 5.84 0.365
8000 2.438 34.0 63.01 3.55 6.58 0.371
9000 2.743 17.5 32.43 3,92 7.26 0.378
10000 3.048 19.5 36.14 4,25 7.88 0.387

11000 3.353 21.5 39.84 4,58 8.49 0.395
12000 3.658 22.5 41.70 4,90 9.08 0.403
13000 3.962 26.5 49.11 5.22 9.67 0.410
14000 4.267 31.5 58.38 5.54 10.27 0.416
15000 4.572 30.0 55.60 5.86 10.86 0.421
16000 4.877 34.5 63.93 6,18 11.45 0.426
17000 5.182 34.0 63.01 6,48 12.01 0.431

18000 5.486 38.0 70.42 6.80 12.60 0.436
19000 5.791 39.0 72.27 7.10 13.16 0.440
20000 6.096 35.0 64.86 7.40 13.71 0.445
25000 7.620 44.9 83.21 8.85 16.40 0.465

30000 9.144 53.8 99.70 10.3 19.09 0.481
35000 10.668 64.9 120.27 11.6 21.50 0.495
40000 12.192 81.7 151.41 13,0 &4.09 0.507
45000 13.716 104 192.73 14.4 26.69 0,515
50000 15.240 132 244.63 15.8 29.28 0.522
55000 16.764 168 311.34 17,1 31.69 0.528
60000 18.288 214 396.58 18,5 34.28 0.533

100000 30.46 262 485.54 29,9 55.41 0.550
200000 60.96 274 507.77 59,3 109.89 0.551

S - - ,- -0.551

CAttenuation length L(z) waa recorded continuously as a function of alti-
tude from 6.096 km to 0.305 km during dascant of airplane at 305 m per
mn, with the zero altitude value recorded simultaneously in en instru-
"antod van beneath the fliRht pattern. Attenuation lengths above v.096 km

are extrapnlated, using density ratios calculated from Minzner et. a!.,

(1959).
bThe quantity 1/L(z) is equal to Eltermn's moan attenuation coetficient
KA(h), and the two quantities z/L(z) and Ka(h),hl may be used intir-
changeably. Sea Elterman (1966).
CThe value of z/L(z) where a - o was calculated from the sea level to

space transmittance obtained from measured and extrapolated attenuation
length data,

Sourcal Boileau (Duntloy it al., 1964).
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Once the beam transmittance and the path luminance have been found for
the assumed path of ,ight, the apparent luminance Br of an object having anI
inherent luminance of Bo can be readily predicted by the above equation.
To detect targets against a ground cover backgrouni, Boileau shows how the
directional luminance reflecrances given In Gordon (Duntley, at al., 19614)
can be used together with the sky luminance he gives. The dizectional luml-
nous reflectance of objects also given in Gordon can be used when man-made
objects must be detected against terrain backgrounds. The ratio of the
apparent contrast to the inherent contraist is called the contrast tranmit-
tance. It may be calculated from the beam transmittance, the inherent and
apparent background luminance. Figure 3-26 constructed by Jacqueline I.
Gordon can be used to quickly determine (a) the beam transmittance for a
horizontal path of sight from the attenuation length and range and (b) the
ratio of path luminance to beam transmittance from the two or (c) the con-
trast transmittance from this ratio and the inherent background luminance.
It solves the following equation:C/c (1 +

r /o U I B */T~ B;.)

The contrast transmittance applies to any object which may appear against
the prevailing background and has therefore been specified as universal
contrast transmittance since it dces not involve any photometri- property of
the object.

3.5 Smary

Chapter 3 has suunarized the effects of scene and flight geometry, tar-
get and background features and characteristics, and the effect of atmos-
pheric conditions on target acquisition. All of these factors are shown to
be important In determining the ranges at which targets can be detected, rec-
ognized and acquired, Chapter 4 will discuss the effects of the display
parameters and design on target acquisition,

• . . °- .. . . .. ..



CHAPTER FOUR

.hAGING SYSTFM CILRACTERISTICS

4.1 Introduction

One increasingly important aspect in the study of air-to-ground target
acquisition in the role of imaging systems, such as low-light-level television,
forward-looking infrared scanners, high-resolution radar systems, laser line
scanners and others. In any such system where information about the world is
displayed to the observer, it is desired that whatever information the system
is capable of receiving will be presented to the observer in an optimal fashion.
Much of the research concerned w-ith this problem has been devoted to studying
relationships and tradeoffs among various parameters, with the goal of max-
imizina the observer's chances of acquiring the target. The purpose of this
chapter is to discuss a ide variety of imaging system parameters that have
been investigated in the context of air-to-ground target acquisition, and are
considered to be of some importance in affecting the detection, recognition, !
or identification of targets.

The primary goal of this chapter is to present information that will
be useful to system engineers. In order to meet this objective the review of
experiments is selective. No attempt is made to review all studies dealing
with a particular topic, for such nn approach would be unnecessarily redvndant
in some cases, and chaotic in others. The dilemma that arises from attempts
to be selective io that the result is often simplistic, with conclusions being

* stated with far more authority than they deserve. To avoid this fate, an
attempt is made to present a spectrum of results, including in some instances I'

studies that had essentially negative findings. Studies are tied together by
* suggesting whenever possible why different results wers obtained, and by

stressing that a variety of factors always operate togother to produce a giv-n
level of performance. When summary graphs and charts are providod, the attempt
is alwayo mada to provide eanough b-- a .. f a-ton no that the data will
not be applied hastily or without careful thought. In short, this chapter

* provides to designare (a) the knowledge of the kindt*-of factors that have to
be considered before arriving at a design decision; and (b) the best and cost
relevant data presently available that car aid in this decision.

Workers engaged in basic and applied research in the areas covered
should also find this chapter useful, for it points out where data are par-
ticularly lacking, where conflicts should be resolved by further experimenta-
tion, and whore findings need t9 be confirmed and extended.
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Topics not to be covered in any detail here include the technical
aspects of sensing/display systems, and those display design considerations
which arc not directly pertinent to the target acquisition problem. Readers
interested in the former topic should consult such sources as Biberman and
Nudelman (1971), Fink (1957), Poole (1966), and Luxenberg and Kuehn (1968).
The latter topic io amply covered by ouch authors as Semple, et al. (1971),
Carel (1965b), and Ketchel a,td Jenney (1968). It should also be noted that
this review is heavily oristnted toward television systems. This is under-
standable since TV research accounts for the great majority of studies to
date concerned with air-to-ground target acquisition via imaging systems.
luch of the information presented, however, is equally applicable to problems
of infrared imaging systems, or high resolution radar. Some works specifically
oriented toward the speciel problems of IR systems are those by Lloyd (1973)
and Diberman (1971).

Most of the research results are presented in the folowing section
(Section 4.2). Each of a number of imaging system parameters is discussed,
and data pertinent to problemw of target acquisition are presented. Section
4.3 then discusses two comparatively recent summary measures of image quality
that show promise Pn means of predicting performance and providing meaningful
comp-arisons betwe'a systems. Finally, Section 4.4 presents a summary and
conclusions,

4.2 I, Ma . Stsem Parameters

4.2.1 Field of View

The choice of optimal sensor field of view (FOV) has been given con-
siderable attention experimentally. Several factor must be considered in
this selection, including anticipated altitude, speed, type and size of target
being searched for, type of terrain being searched, and the nature of the
mission. A sizeable number of classified studies has been conducted to deter-
mine optirmal FOV in the context of particular system capabilities or mission
requirements. For a good survey of ths recommendations made by some of these
studies, see Snyder, et al. (1967) and Hillman (1967), In addition, Hairfield
(1970) presents rcsults from a number of classified, as wall as unclassified
studies.

There to no sin)l answer concerning the best FOV, oven for a given
set of target/environmental conditions, On the one hand, a wide FOV permits
a greater aount of ground to be covered, and thus increasen the probability
that one or moro targets will be displ y d to th cz.ar.ar. Tair displayed
fize, howavr, may be ouch that aecognition is not possiblo at a reasonable
operational range. A swmler FOV, hence, greater magnifica.ion, can result
in increased recognition alant ranges but at the expanse of a greater number
of mi$sed targets, Differences in FOV also affect the displayed velocity of
the taragt, as well as tho tatg et dwell time on the display. With a wide FOV,
angular rates of the target across the display are decreased, which can fac~l-
itate performance. Furthermore, the amount of time the target appears on the
display is increased, giving the observer more time to complete his search and
make his identification. On the other hand, a wide FOV displays more false



targets and increases the observer's seArch require:nnts. If the system is
to be used for navigational purposes as well as for target acquisition, sev-
eral studies have shotn that a wide FOV is preferable to a relatively narrow
one (e.g., Leininger, at al. 1963, Williams, et al. 1965, Kinder and Stedman,
1970). Thus, there are several opposing factors that must be weighed.

The following pages present the results from several representative
experiments, illustrating the nature of those tradeoffs to be considered by
system designers,

Ohe important study showing the tradeoff between the likelihood of
recognizing the target at all versus the likelihood of recognizing it at a
greater distance was conducted by Rusis and Snyder (1965). They invectigated
three TV camera FOV's with the following vertical*X horizontal d~inensions:
25* X 34o, 7.5* X 100, and 6.2' X 8.2*. Their results are shown in Figure 4-1.
It may be seen that 10% of the targets (for example) can be recognized at
about twice the slant range for the ewalleat FOV an compared with the largest
'OV. On the other hand, only about 55% of the targets were ever recognized
with the narrow FOV, as compared to almost 90% for the large FOV. This
difference would be even more striking if one were to consider that many
potential target* never would have been seen at all by the narrow FOV sensor.

100 "---- - 6.2' 1 8.2'

.. ........... 7 0 X 10.0'

--- 25.0 I 34.0'

\20 - N
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Figure 4-1. The Effect of Camera
Fiold of View on Target Recognition

Performance (data from Ruris and
Snyder, 1965)
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Similar results were obtained by Wyman, et al. (1966), who found that
as horizontal FOV decreased from 50 to 20, the mean range for correct
iecognition increased from 5200 ft. to 10,500 ft. (1,585 to 3,200m) while
total target recognition probability decreased from 0.68 to 0.52.

Humes and Bauerschmidt (1968) also found results in essential agree-
ment with those presented above.

Thus it can be see that the choice of FOV depends in part on the nature
of the mission and the number of targets expected to be encountered. On a
mission where targets of opportunity are plentiful, and detection at a long
range is necessary in order to achieve a high kill probability, a relatively
narrow FOV is indicated. On the other hand, if the mission requirements dic-
tate that it is important to allow few, if any, targets to go undetected,
then a wider FOV is appropriate.

The results of a study of Ozraptan, et al. (1968), however, suggest
that the above generalization muot be qualified comewhat. They investigated
acquisition perfor=mnee under four FOV's ranging from 14.48* to 4.85' hori-
zontally. They found that FOV had no effect when subjects were prebriefed
as to location of the target, but that without such briefing, detection
probability was greatest with the smallest FOV. This result, however, was
probably the result of their particular experimental approach; the targets,
were tracked automatically so an to be within the FOV throughout each trial.
Thus, under greatest magnification (i.e., when POV is smallest) the target
was large enough for detection early in the run. Application of these results
should therefore be restricted to cases where it is assumed some cueing system
(e.g,, radar or navigational) has enabled the target to be brought within the
sensor FOV.

A study by Simon and Craig (1965) sought to segregate the opposing
effects of increased magnification and decreased observation time as a result
of decreasing FOV. The purpose was to determine the tradeoff between these
two factors, The subject's task was to search for airfields in photographs
simulating a telescopic view of the earth from a height of 325 kilometers.
Performance was found to improve as both magnification and observation time
increased, and image movement rate decreased. When a (hange in the magnifi-
cation power was inversely proportional tri changes in z servation time and
image movemnt rate, magnification po'er wag found tq the more potent
variable. Its possible effects more than oilet. thu-gatve effects of
decreaced observation time and increased movement-rte. The authors note
that this rrnilt in reasonable when one considers that increasing magnifica-
tion by a factor of 2 decreases observation time by the same factor, but in-
creases the ratio between target area and displayed background area by a
factor of 4. To some extent, the results are specific to this experiment,
since target movement was never allowed to exceed 30 degrees/second, a rate
beyond which acuity begins to decrease because of visual blur (cf, Snyder
and Greening 1965). If higher rates had occurred, this variable may have
counteracted the beneficial effects of increased magnification.

The results of studios such as these, showing that any one FOV has
both advantages and drawbacks, have led many to recommend that variable FOV's
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be utilized. Several methods are available for providing multiple FOV capa-
bility. A field study by leap (1965) (reported by Parkes, 1972) has provided
some support for the concept of a continuously variable FOV (i.e., a zoom
lens). Some performance improvement was found when a zoom lens was compared
with the corresponding fixed-focal-length lens. Hillman (1967) has noted,
however, that adequate experimental justification for the zoom lens concept
has not yet been provided. Drawbacks to a zoom system include the need for
frequent adjustments and the loss of xesolution while the FOV is changing.

Greater support has been given to the dual FOV approach. For example,
Carter (1962) found that in an evaluation of low-light-level TV systems, all
operators tested preferred having a wide FOV for search, with the capability
of switching to a narrow FOV for recognition. Humes and Bauerschmidt (1968)
point out that the optimal FOV changes as a function of other variables, and
therefore should itself be permitted to vary. For example, as the camera
depression angle increases, the optimal FOV increases. In addition, even if
the depression angle were fixed, it was found that aircraft velocity/height
ratio (V/H) interacted with FOV, so that under low V/H increasing the magni-
fication improved recognition probability, while for a high V/H the opposite
occurred. Thus, in order to ensure the best possible performance under vary-
ing speeds and altitudes, it seems highly desirable to permit the observer to
choose between at least two FOV's.

A unique approach in providing variable FOV capability was investigated
by Wyman and Sturm (1966). They studied a dual-TV system in which the ob-
server was presented with a wide (28* horizontal) and a narrow (50) FOV scene
simultaneously. The observer could select that poetion of th wide FOV that
he wished to magnify. The results were predictable on the bab s of the data
already presented in this section. In comparison with a fiyzd wide-FOV system,
the dual system reduced recognition time significantly, due to the ability to
magnify the area in which a suspected target appears. Recognition probabili-
ties, however, were not affected, which is reasonable since it has been shown
that a wide FOV improves the likelihood of target recognition, This result
may also have been due to the nature of the test, which produced high recog-
nition rates (over 90%) under both conditions. It should be mentioned that
the experimental conditions did not represent an air-to-ground search situa-

.- tion, but rather the recognition of motor vehicles on a freeway. Thus, this
approach, while suggestive, should be verified with a more representative
task.

The preceding discussion has presented some general considera-
tions to be weighed when deciding upon the FOV to recomend for a system,
or when deciding between a fixed vs. a variable FOV. It has been seen that
aI vaLiaty~. UJ. factors&~ LUUOI ULa takar .Into ..4.ouri, and'U LLrIUeIJLa WrUOI be as-

tablished., The remainder of this section will present a discussion of the
means for determining the FOV requirements in order for a target to be de-
tected, recognized, or identified, under a particular set of circumstances.
Assuming that the target is within the FOV, it may be important for a sys-
tem designer to know the minimum amount of magnification that is necessary
in order for a particular task to be carried out. Several variables are
interrelated, and it is possible to solve for any one if the others are
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known or assumed, These variables are: total system resolution, FOV,
target size, distance from the target and number of resolution lines re-
quired across the target. Typically, designers would be interested in
solving either for maximum permissible FOV or minimum required system reso-
lution.

The maximum FOV at which a particular operation could be carried
out (e.g., detection, recognition, identification) may he approximated by
the following formula:

L, 57.3 T (4.1)FOV R IR n

where,

FOV - field of view (in degrees)

L a total system line number (a measure of system resolution,
expressed as a skumber of TV lines per picture height)*

R w range to target (in meters)

a a required nurber of TV lines across the mininum dimension
of the target

T * target size across minimum dimension (in meters).

It may also be desirable to calculate the minimum syst. ernolu-
tion (L) required for target acquisition when a particular FOV is assumed.
In that case, the formula is:

FOV # R - n57.3 (4.2)

Before illustrating the use of these formulas, it is necessary to
discuss briefly two of these terms, L and n. As stated, L, which is the
total line number of the system, is one measure of system resolution (for
a discussion of additional measures, see Section 4.2.2). In practice it
may be determined by finding a pattern of black and whita lines (i.e., a
square-wave pattern) in which the lines are just widet enough so that an
observer can distinguish then when they are presented through the TV sys-
tem being evaluated, The nu-mhar of lines of that width that would fit
from top to bottom of the display is then determined, and thiS nuber is
L. It should be noted that dlthough this measure of resolution is.widely
accepted, in practice it is not always an entirely objective measure,
since observers will disagree to some extent as to when the pattern is no
longer distinguishable.

* The reader is reminded that 2 TV lines equal one black and white line;
or one optical line pAir.
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f With reg~ird to n, the required number of TV lines across the target,
this is an empirical measure that has been determined for a certain class
of targets and under certain conditions by Johnson (1958). It is remark-
able, considering the number of times the so-called "Jehnuon criterion"
has been applied (correctly and incorrectly), that further parametric
studies have not been conducted to extend his findings. Because of the

T importance of Johnson's "equivalent bar pattern" concept, some time will
be spent describing it.

-- The basic idea is to find a way of describing complex real targets
in terms of much simpler visual patterns. Johnson placed a variety of
military targets at some distance from a TV camera. Alongside these tar-
gets he placed a number of square-wave patterns, differing with respect
to the width of the lines. These patterns are described in terms of the
uumber of lines that will fit across the minimum dimension of the target
(see Figure 4-2). When he had found that a particular target could be

- F detected at a particular distance, he found the bar pattern that could be
just resolved at that distance. lie found that for each perceptual task,
it was possible to describe performance simply in terms of the number of
just-distinguishable lines that would fit across the minimum dimension of
the target, and that this number was relatively independent of the parti-
cular target and the viewing distance. Table 4-I presents his results.
Johnson notes that his findings were also independent of signal-to-noise
ratio and contrast, provided that the contrast of the bar chart was the
same as the contrast of the target itself.

I,

2 r

: : Figure 4-2. Method of Opticatl Imge Transformation
.. ! !(redrawn* from Johnson, 19 58)
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TABLE 4-1

Optical Image Transformations (adnpted from Johnon, 1958)

(a) Levels of discrimination defined.

Classification of
Discrimination Level Definition

Detection An object is present

Orientation The object is approximately ayrimetric or
anymetric and its orient4tion may be
diacetned

Recognition The class to which the object belongs may
be discerned (e.g., Sun, truck, man, etc.)

Identification The target can be described to the lizit
of the observer's knowledge (e.g., 105mo
howitzer, jeep, soldier, etc.)

(b) Johnson'o criteria for required resolution.

Target Resolution (in TV lines) per Minimum Dimension

Broadside View Detection Orientation Recognition Identification

Truck 1.8 2.5 9.0 16.0
M-48 Tan. 1.i 2. 7.0 14.0

Stalin Tank 1.5 2.4 6.6 12.0
Centurion Tank 1.5 2.4 7.0 12.0
Half-Track 2.0 3.0 8.0 10.0
Jeep 2.4 3.0 9.0 11.0
Command Car 2.4 3.0 8.6 11.0
Solder (Standing) 3.0 3.6 7.6 16.0
105 Howitzer 2.0 3.0 9.6 12.0

Average 2.0 ! .5 2.8 ! .7 8.0 ± 1.6 12.8 ± 3.0

Upon reflection it may be seen that Johnson's criterion can be very
useful. One of the principal advantages is that it may be uned regardless

of the resolution of the particular imaging system under consideration --
since it is in effect pegged to that resolution. For example, suppose we
calculate that the image of an M-48 tank must be 0 tn high in order that
14 TV lines could fit across it in a 500-line system. If the system rosolu-
tion were now cut to 250, Johnson's criterion would not change; rather, tha
image would simply have to be made twice as large on the same display in
order for it to be identified.

(



In co parison, it should be noted that a somewhat similar approach
ha3 been taken by a number of researchers who have uought to determine the
required number of TV scan linee to be placed across the image. Some of
these studies are reviewed in Section 4.2.3; many represent valuable con-
tributions to the literature, But it should be po!nted out that in apply-
ing thoue results one must also have an additlonal piece of information --
namely, some measure of the resolution of the TV system that was employed
in the studies. This information is necessary since if the resolution
changea, the required number of scan lines will change as well.

It should of course be noted that applying Johnson's criteria
may give good "ball park" answers, but that they will not be exact. For
example, no consideration was given to oblique viewing angles -- the
targets in Figure 4-2 are shown as they would be seen when straight ahead,
rather than below and in front of the observer. Further experimentation
could extend Johnson's findings in many ways, by exploring different
vewing angles, different target backgrounds, adding time constraints,
etc. A caution is also in order, which in not widely understood: as
noted, Johnson's equivalent bar patterns were always of the eame con-
treat as the targets themselves. For high contrast targets this pre-
sents no problem. But if one is attempting to apply his criterion in the
case of a target that is assumed to be of lov contrast, one has to redefine
total system resolution, L, by adjusting it downward. Since L is normally
measured with a high contrast pattern, it would result in an underestima-
tion of the required image size, or an overestimation of the maximum FOV,
when n has been determined with a low contrast pattern. What is needed is
a series of graphs showing how the TV line number would change if bar
patterns of various lower contrasts were employed. Another problem arises
with targets that are not of uniform luminance. In such cases, contrast
is not easily defined, and a bar pattern of "equivalent" contrast is, at

* best, arbitrary.

Let us return now to Equations (4.1) and (4.2), giving au example of
4ow they may be used. Figures 4-3 to 4-B (adapted from Erickson, et al -
1974) present the equations graphically for a variety of ranges (R), and
sho how auitmm FOV or minimum L can be determined once the other param-
eters are known or assumed, For example, asoume that a recognition range
of 2 kilometers is needed against a tank that is 3 meters high. If 15 TV
lines are needed for identification, T/n - .20 (and n/T - 5). Figure 4-5
shows that with a FOV of 20# a 350-line system is needed, or that with a
600-line system, the mazimum permissible FOV would be 3.4".

4.2.2 Resolution

Th* subject of reaolution is large and complex, and cute across
many of the other topice covered in this chaptor. There is not oven one
good definition of whattio meant by resolution; rather, there are several
definitions, all of which are useful Cor ceztaine application. liany of
these definiti6no can be related to each other, given certain asaumptiono
This section will cover a number of what may be called the "traditional"
measures of resolution. The intention here iG to define them briefly, to
show how they are related -a each other, and to au=marize the literature
relating them to target acquisition performance.
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There are several good sources avollable which diucuus these meas-
ures in much greater detail, and no useful purpose would be orved by re-
peating those discussions. Among recommended sources for those wishing a
deeper treatment of resolution measures are Carol (1965), Semple ct al
(1971), and Slocum et al (1967). The first two of theso sources are Ospe-

clally helpful for the reader who is unfamiliar with di lpl]y denign. They
provide a good fundamental understanding of resolution measures for elec-
tro-optical systems, and of the principles on which they are based. For
a discussion of other resolution measures which are applicable to thermal
imaging systems, a good source is Lloyd (1973).

A later section in this chapter (Section 4,3) will present a dis-
cussion of some more recent summary measures of image quality, along with
some of the experimental results available to date, Many researchers
feel that these new measures may supplant some of the traditional terms,
and provide a more coherent framework by which image quality may be under-
stood.

One of the commonly employed techniques for measuring and speci-
fying resolution for line-scanned displays ic shrinking raster resolution.
As Slocum et al (1967) describe it, the technique involves presenting a
raster of equally-spaced lines on a display, and "shrinking" the spacing

between these lines until the average observer can juat barely perceive
that lines are present. This normally occurs when there is about a 2% -
5% drop in luminance between adjacent lines, Assuming that the energy dis-
tribution in a CRT spot is gaussian (normally distributed), the line spacing
when this flat-field condition obtains is approximately 2 a, where a is
the standard deviation of the point spread function, or the radius of the
spot at the point where its intensity is 60.65% of its maximum value.

Another common resolution measure is called tolevioion resolu-tion, or TV limiting response. A square-wave bar pattern is displayed,
and the spatial frequency (number of bars per linear dimension) of the
pattern is increased until the observer can just detect the pattern. The

.. limiting resolution Is then expressed as the number of bldck and white
bars discernible per unit length (ouch as lines per picture height, or line
pairs per millimeter.) It should be noted that one aquare-vve cycle - i.e.,
one black and one white line - is referred to as 2 TV linen. If a gaussian
spot is again assumed, the limiting response is roached when tho TV lines

*' are separated by a distance of 1.18o. Thus, the number of IV limiting lines
per unit distance exceeds the number of ahrinking rator lines by approxi-
mately a factor of 1.7 (Slocum et al, 1967).

Another recolution measure used in television engineering is the
" TV..0 resolution, which is based on objective measursamnt: rathar 0hn on

theZubjective criterion necessary for determinina TV limiting resolution.
TVso resolution may ba expressed as the separation between two pointe of

light at which the intensity of the dark region betwoon them is 50% oi the
intensity of their brightest points.
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The 50% ampltude renolution (also known as the raster line width)
is the width of a resolution -iletotnt when its amplitude is 50% of its maxi-
mum level.

A resolution nieasure very commonly seea today is the MTF, or mod-
ulation transfer function. The HTF has been covered in some detail in
Chapter 2. Briefly, it is an objective measure which describes the re-
sponse of a system to a sine-wave (rather than square-wave) target; the re-
sponse is expressed as the ratio of output to input modulation as a func-
tion of spatial frequency. The HTF is not as simple as some other tech-
niquee for specifying resolution, because it is nbt expressed as a single
number. One of its useful properties, however, ic that if the HTF's of
all the system components are known (e.g., lens of the TV camera, video
amplifier, CRT), the total system WTF is found by multiplying the MTF'n
of the components. The MTF can be related to some of the other resolu-
tion measures discussed above, if the spot distribution is known. If a
gaussian dictribution is again assumed, the relationship is that which to
presented in Figure 4-9 (from Slocum et al., 1967). For example, the modu-
lation transfer factor is 29% for a sine wave pattern whose half-cycle
spacing equals the shrinking raster reeolutiou spacing.

50 Figure ;-9. Relationship Betweon
UIP4 ASTERRalativo Modulation Trannfer

Function, Shrinking RPastor
T M Resolution, and TV LimitingRoolution (from Slocum

at al., 1967)

0.2 0.4 0.6 0.0 ! ,0 1.2

r Ir -r I-C r
SPAI& AL. eUCY (H). HALF CYCLE IU 41 IS&

RfSVLOTIG4 (TV LINES/|;14:! (Cl,} I O R 0,001 INCH (0,03 CM)

Still another resoluion mosra, propooed by Otto Schade, to the

annivalent Le.qsband (N4). No is releted to the tW'F in the following 'ays

lated to thin response in two dimensions, and thus Io based on the square
of the HIF (Snyder at al., 1973). The formula is:

te O 2 dN, (4.3)
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where

r is the proportional sine-wave response, or modulation transfer
factor, and N Is the spatial frequency in TV lines/picture height.

Expressed in words, this states that N is the cutoff frequency for a rec-
tangular response (perfect filter) function (one which drops abruptly from
100% to 0%), when the area of that rectangular is equivalent to the area2
under the HTF curve. Thus the N. measure provides a single score, which
is based on the response of the system across its total operating spectrum,
rather than at any particular spatial frequency.

Several of the comon resolution measures can be related to each
other quite readily. Tables of conversion factors have been presented by
Carel (1965), and by Slocum et al (1967). Table 4-I presents the informa-
tion compiled by Slocum et al. It should be noted that, aince these rela-
tionships were calculated on the basis of gaussian spot distributions, they
are only first approximations and may result in large errors if spot dis-
tributions are not gaussian.

TABLE 4-1I

Conversion Table for Several Measures of Display System Resolution
Where a equals the Standard Deviation

(From Slocum et al., 1967)

T"o

From o

I ~I."

.TVo 50 3 dB,) 1.670 !..4 1.14 .84 .71 .63 .59 .47

Shrinking Rnator 2.000 1.7 1z.36 . .8 .75 .71 .56
502,Wlitude 2.350 2.0 11.6 11.4 11 .88 .83/.66
501h Inv 2.670 2.26 [1.8 1.6 1.33 1.14 .94 .75

]Pa,8band (H e)
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Maii .ItithorI discu:snln g target acquisition via line scanned
Imgery conM1zoiz ly employ yet at1other measure of "resolution," namely the
number el active raster scan lines present on a display. Often they will
reier to these acan lines 1naplropriately as "TV I Izzts," thus creating
anothert source of confusion fto those accustomed to specifying limiting
resolution in terms of TV lines per picture height. Discussion of "resolu-
tion" in ternis of raster linen is unfortunate because, as Bibeman (1973)
puts it' ",..the number of lines in a raster of a television display with
no input is identical to the number of lines on the same set with an input

of high vignal-to-noise ratio resulting in a clear, clean, and bright pic-
ture. The zero input, of course, produces only a clear and clean pattern
of horizontal lines with no picture and no information." The attempt has

been imide to avoid compounding this confusion in the present report, and
the topic of raster line density is covered in another section (Section
4.2,3).

Studies of target acquisition experiments which investigated some

measure of resolution are very few in number. Recommendations as to mini-

mum resolution requirements may be found in quite a few sources, but the

data base for these recommendations is quite small, particularly with regard

to realistic* operationally relevant experiments. A larger number of

studies have been concerned with the variable of raster line density, and

have sought to determine the number of scan lines required across a target

for different operations. These studies are discussed in Section 4.2.3.

The work by Johnson (1958) on resolution requirements for var-

ious target acquisition tasiks is widely known, and the so-called Johnson

criteria are frequently consulted by designers. Johnson's work was dis-

cussed in considerable detail in Section 4.2.1, and Table 4-I presented a

summary of his criteria for a variety of targets and tasks. It should

again be pointed out that his data are not exact and should be applied

with care. Because his approach is potentially so useful, however, a

greatly expanded study along similar lines would be a valuable contribu-

tion to the field. Among the parameters to be included in such a study

would be target background, viewing angle, target motion, viewing time

limitations, and Aubjective confidence levels.

A number of studies, while not concerned with resolution as an

independent variable, have followed Johnson'a lead and expressed their re-

sults in tams of the number of resolution elements that must be placed

across the target in order for some level of performance to be attained.

Williams and Borda (1964), for example, found that between 4 and 9 TV

lines were required in order to make a positive identification of simplo

geometric forms seen on homogeneous backgrounds. When more realistic tar-

get shapes were used, such as scale models of military vehicles and other

tnctiSJl targets; .,co.,nanit onl reqired '*"t n 6 an d 11 149,TV .ie, with the

exception of bridges which required from 3 to 8 lines. Those were high

contrast targets near on clear, uncluttered backgrounds.

A series of detection experiments using a black and white TV

system was conducted by Oatman at the Army's Human Engineering Labora-

tories. Using a static scene, Oatman measured the probability of detect-

ing aza M-48 tank when It appeared in various sectors of the TV display.
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In one experiment (Oatman, 1965a) the horizontal limiting resolution was
varied from 300 to 800 'TV lines, while vertical resolution did not change
(875 scan lines). Detection probabilities were found to be significantly
lower for the 300 line condition, but there were no differences from 400

4to 800 lines. This result was thought to be due to the fact that resolu-
tion was changed in only one dimension. A second study (Oatman, 1965b),
thprefore varied resolution in both dimensions. One condition employed
v limiting resolution in the horizontal direction of 800 TV lines, and had
800 scan lines; the other condition had a limiting resolution of 450 TV
lines and employed 450 scan lines. Detection scores were significantly
better in the higher resolution condition. Since only two resolution
levels were used in this study, it is not possible to say whether per-
formance would have been even better with higher resolution. Hillman
(1967) points out that Oatman's studies found a critical resolution for
target detection of approximately 7 - 9 TV lines across the target, with
performance above 9 TV lines showing no further improvement. This is sub-
stantially higher than Johnson's criterion for detection, and corresponds
more closely to his recognition criterion. A discrepancy this large is not
surprising considering the many differences between these studies, although
the exact reason for the discrepancy is not clear. It does, however, under-
score the need for studies to extend the Johnson criteria to encompass more
conditions.

Several additional studies investigating resolutien have involved
the preoentation of abstract geometric stimuli in a totally artificial
setting. While some of these studies may have contributed to our basic
understanding of resolution, their inclusion here does not seem warranted.
For the reader wishing to pursue this topic, Bliss (1969) discusses a num-
ber of these studies. In addition, Smith (1961) presents a series of nomo-
graphs which include (among other parameters) the effects of resolution,
and which are based on data from abstract stimuli -- namely, Blackwell's
"eight position search in six second" detection threshold experiments.
Smith concludes that, for small targets, televisual detection range would
increase up to about 600 TV lines, but that detection range for large tar-
gets is independent of resolution.

Some studies have been concerned with validating the equivalent
passbaad (N ) measure an a means of predicting performance in realistic
tasks. llillman (1966) points out that subjective ratings of picture sharp-
ness correlate well with Ne . With regard to target recognition, she dis-
cusses an experiment performed at RCA which studied the recognition of
military-type targets seen against realistic backgrounds. While detailed
rasults are not presented, lillman states that recognition performance in-
creases as a function of N up to come point, and then remains independent
of N,. This result implies that beyond A certain point increases in re-
solution do not pay off in toms of increased operator effectivedes.

Snyder at al (1973), however, state that while Ne ray be a good
predictor in the case of photographic imagery, 'there is a serious problem
limiting its usefulness in olectro-optical systems, viz., the noise level
of the system. It is possible for two systems with the same Ne value to
have different noise levels, and this noise level has a very strong effect
on operator performance.
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As this review has pointed out, we are faced with a difficult
set of problems when It comeL to measuring and upecifying inmge qualicy
in a fashion that permits accurate prediction of observer performance.
Although these problems are bad enough in the case of predicting perform-
ance with simple geometric shapes seen against a plain background, they
are much worse in the real world. Neverthelen some progress hat; been
made, and this section has summarized some of the studies of particular
importance to military needs. Self (1969) has made some thoughtful com-
ments concerning image quality measures relevant to performance predic-
tion, and those comments which are especially pertinent to th-. present
discussion are quote below:

"It is often a matter of conjecture as to what constitutes

significant detail in target objects, and as to how much resolu-
tion is required to adequately record or perceive such detail.
How much resolution is needed is further complicated by whether
or not the detail of concern appuara in an appropriate or expect-
ed part of the target.

"When measured by time to dotect or recognize a target, in-
creased resolution increases performance for awhile, but is a
matter of diminishing returns. A point will be reached beyond
which increased resolution does not improve performance.

"Attaining, when viewing time is unlimited, some given pro-
bability of recognizing a target by form alone, i.e., without
briefing or contextual cues, requires some minimum number of
resolution elements across the maximum dimension of the target.
The higher Lhe desired .robability, within limits, the more re-
aolution elements required. Identifization requires more resolu-

tion than detection. The iumber of resolution elements required
depends upon the critical details, so it is different for ditferent
-i-rget objects. Resolution required alao depends upon the shape
of competing nontarget objects,

"When viewing time is not unlimited the same factors must be
taken into account and, In addition, the dependency of required

-_ roolution upon the time limits or desired reaction time must bo
taken into account.

"No matter how meaoured, limiting resolution in an image
varies with location in the scene or Image; Image-forming sen-
sors do not resolve unifoxm.ly across the total picture. In addi-
tion, resolution in different directions at izny point in a two-
dimensional image ia usually different.

Mahe significant dIntnle2 of a t-r a=y d'ffar 'i a
(hence in re oluaion from thg average contrast of the target
with its ltwodiagt sarrouraing The background of the oignifi-
went dzrail may even bc the target."
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In nummary, Ketchel and Jenney (1968) present a 11st of general

considerations to be borne in mind when designers are establishing re-
(juirementa for elecLro-optical display retsolution. While some of these
generaliiations are iore pertinent to the perception of symbology rather
than target acquisition, per se, the entire list is reprinted below.

1. A systems approach should be taken. Attempts should be made by
the designer or user of a display to determine the kinds of sen-
sors that will be used in a given weapon system. If more defini-
tive data are lacking, the most stringent sensor resolution pro-
blem should be identified and the rule of thumb that "display
resolution should be twice that of the effective resolution of
the sensor" may be applied. (Slocum et al, 1967).

2. if sensor data are lacking but mission requirements are known, an
attempt should le made to relate the most stringent mission and
task requirement to display capability.

3. If the above seem inappropriate, an attempt should be made to
specify whether or not a TV mode will be used and what the pur-

*. pose of that mode will be. The recognition of ground targets,
for example, might dictate that a given level of resolution is
required.

4. For those displays which provide only stylized symbology for
head-down, VSD [vertical situation display] type command and
attitude information, the 500 raster lines now commonly speci-
fied for such displays are probably adequate. If the addition
of multisensor capability is anticipated, resolution approaching
Cp.e.'a 1000 liues might be used.

5. If alphanumeric symbols arc to be displayed, an attempt should be
made to apply the findings of Shurtleff and his colleagues (1967)
so that an adequate number of elements per symbol height are pro-
vided.

6. In all instances the size of a display and viewing distance should
be related to Whitham's (1965) charts to determine that the planned
design will not create symbol elements that are too large or so
tiny that they represent an unwarranted overdesign.

4.2.3 Raster Line Effects

A substantial number of studies have been concerned with the
effects of the raster lines (TV scan lines) on the perception of informa-
tion via lino-scanned imagery. This section will review and sumarize many
of these studica. Out of necessity, the coverage will be selective, and
will include only those reports deemed most relevant. For a brief dascrip-
tion of additional studies not covered here, see Itairfield (1970). There
are actually two kinds of experiments that fall under the heading of raster
line effects, and this section will be subdivided accordingly. In the

4

4-19



first group Are studies concerned with specifying the number of raster
lines necessary to generate the target image when a particular level of
perfoisnance is desired. The second group of atudica deal with the total
number of raster lines that should be prdsent in a display. Important
here is a discucsion of the interfering effects of the raster structure
itself-in particular, the spacing between lines and the "sharpness" of
the individual lines.

Scan Lines Across the Target

Turning first to the question of the required number of TV scan
lines across the target, a number of investigators have explored this
issue within the context of "resolution". As stated in the section on
resolution (Section 4.2.2), the raster line donsity is sometimes taken as
an index of resolution in the vertical direction. It is questionable whether
raster line number should really be viewed as a resolution index, because
by itself it tells nothing about the ability of a system to create a fa-ith-
ful image. It is for this reason that the work on this topic is summna-
rized here, rather than in the section on resolution.

Erickson and hie colleagues at the N4aval Weapons Center at China
Lake, California, have conducted a series of experimente on line-scaniled
imagery, involving both abstract and realistic targets ad backgrounds.
These studies have consistently demonstrated a positive correlaticn. between
target identification periormance and the number: of ocan lines passing
through the target.

In some of their early work with abstract symbols, Erickson and
Main (1966) found that patterra could be located 100% of the time providedi
they were made up of at least 6 scan lines, but that for BO% J&dentifici-
tion accuracy 20 scan linen were required, Erickson, Main and Burge. i1967),
employed a different monitor and found that 90% identification accuracy
was obtained with 12 scan lines per symbol.

Erickoon, Linton and Hemingway (1968) con~ducted further scudicas
on symbol legibility, using an $75-line "11 eyatem instead of the 525-line
system employed previously. With regard to identification fperformance,
they found that the results agreed closely with results obcained from A
525-line system, and concluded that 525-lina data can be uced to predict
performance with other raster line densitic@, provided the results ars ex~-
pressed in terms of tha number of scan lineo acrocs the taerget, ir the
angular subtence of the target at the observer's eye. The authar* also
reviewed the literature for a ntunmutr of etudies concerned w.ih Vislbbility
of alphanumeric apid geomstric symbols, and found that the results ransed
from approxi-mtely 4 to 12- --c-A jie for 90% tdontification ricrfo M~ne
(with angua ubtensta of approximately 10-15 miautee of arc.)

Some of the work by ~rtckcson _-id h-fs colleagucs or. TV syutems is;
summarized by Erickson (1971). The yeedr is rtferred to Lhis report, not
only becauoe it t6 valuable as a eal-ry, but also becau.se It diccussee
much of the philosophy of hutuin factora rootarch with tolevitelon xn& ipr;-
sents recommendatione for further work.
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One methodological dif iculty with some studies exploring raster
line Spacing is that the number of lines across the target is sometimes
confounded with the size of the target. This can be a serious drawback,
for if one is investigating the effect of placing different numbers of scan
lines across a target, the angular size of the target should be kept con-
stant, since size would be expected to affect perfortumnce in many situa-
tions. What is required are studies that result in a plot of angular sub-
tense of the target vs. the number of scan lines across it, for a given
level of performance.

This is exactly the approach taken by Hemingway and Erickson (1969)
in a study where subjects were required to identify a variety of geometric
symbols. They independently varied the angular subtense of the targets
(4.4', 6.0', and 10.2' of arc) and the number of raster lines per symbol
height (4.8, 6.3, 7.8, 12.5, 15.5, and 25.6). The angular size of the ras-
ter lines varied directly with the angular size of the targets, and inverse-
ly with the number of raster lines per symbol height. The results de-mon-
strated that, over a certain range of values, a tradeoff exists between
angular size and the number of lines across the target. If the target got
smaller in angular oubtense, the same level of performance could be achieved
by increasing the number of scan lines across it. The authors com-
bined their data with the data of other researchers and arrived at the com-
posite curves shown in Figure 4-10. Three curves are shown ior 80%, 90%,
and 95% correct identification. (Incidentally, these curves are not really
asymptotic. If they are extended further along the abscissa, they eventually
will begin to rise because as the angular subtense of the target keeps increas-
ing, so does the subtense of the raster lines. Before long, the raster struc-
ture itself wiil begin to interfere with perception of the target. (This
effect can be observed by anybody who gets too close to a TV screen).

14

0

t4

2 4 6 a to 12 to I 20
ANGULAR SUCTENGE, MINUTES OF ARC

Figure 4-10. Surnary of Syrbol Legibility 1rerformanco
at 80, 90, and 95i Correct (from lieminqway

and Erickson, 1969)
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ThiN approach was continued and extended by Erickson and Hemingway
(1970b) in experiments involving images of military vehicles. The stimuli
were photographs of vehicles seen against either an unstructured, sandy, or
foliage background. Unfortunately, the results were not as simple as the
tradeoffs presented in Figure 4-10, especially for targets seen against
nahtural terrain. For a high probability of correct identification to be
assured, the vehicles had to subtend at least 14' of arc, and to be comprised
of at least 10 scan lines. Further research of this nature should result
in sufficient data to construct curves for realistic targets similar to those
shown in Figure 4-10 for abstract stimuli.

Other studies have explored the effects of number of scan lines,
but not the tradeoff between scan lines and angular size. Some of these
studies are briefly described below.

Brainard, Banford and Marshall (1965) studied the identifica-
tion of scale model targets (stocage tanks, bridges, buildings and aircraft)
seen against realistic backgrounds. Cumulative identification probability
was nearly a linear function of the number of scan lines. For 90% correct
identification, between 7 and 10 scan lines were required with the particu-
lar TV system and test conditions they employed. Target size was correlat-
ed with number of scan lines, however, which may have compromised the re-
sults to some extent.

Levine, Jauer and Kozlowski (1969) studied identification of air-
craft scale models viewed against a plain background, and found that 12
scan lines ware required for 80% identification accuracy. Further in-
creases to 20 scan lines resulted in no further improvement. In a later
study, Levine et al (1970) studied observer performance with a TV display
of high resolution aerial reconnaissance photographs. In this study they
varied both the scan lines across the target, and the signal-to-noise ratio
(SR). They found that performance improved as a direct function of both of
these variables, More important, they found that a composite m.asure called
"resolvable lines over target," which incorporated both SNR and number of
scan lines, was a good performnce predictor. A composite measure of this
sort is more meaningful than simply a measure of scan lines i-ross the tar-
get, because it incorporates other physical display characteristics that
affect image quality.

Hollanda and larabedian (1969) present results from a series of
experiments investigating performance with line-scanned images produced
from photographs of military vehicles. They present a series of three-
dimensional plots of identification accuracy as a function of the number
of line scans per vehicle and the signal-to-noise ratio. Graphs are pre-

sented for two kinds of vehicles (tanks or support vehicles) and two kinds
of naies (Gartesian and independent of the signal level; or Poisson and oig-
nal-dependent). One of the-,e graphs is reproduced in Figure 4-411 .. re....z

work from their laboratory had shown that wigh noiseless imagery, satisfac-
tory performance (80% correct identification) was obtained with approximate-
ly 20 acns par vehicle, 4owever 2 they concluded that at moderate noise
levels (Stil > 10), at least 30 to 40 scan lines per vehicle are required
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tor uiklactory perfonnatce. rhis conclusion holds for both types of noise
.they studied. It hhould be noted that the type of task required of the sub-
ject wa; quite difficult, involving matching detailed pictures of scale-
model vehicles with the models themselves.
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It should be clear from this review that there in quite a bit of
diversity in the results of line-scan experiments. This is understandable
when it is remembered that ezpcrimento from each laboratory used a partic-
ular imaging oystem that was different, to some extent, from that used in
any other laboratory. Thus, even if all procedural details of the experi-
ments had been the same, and the same number of lines had been placed a-
cross the same targets, there would have been differences in quality of the
images produced. In addition to the physical differences between imaging
systems, it must also be remembered that the line number criterion will
vary as a function of such parameters as the level of discrimination re-
quired, the type of target, the type of mission, the level of briefing, the
type of target acquisition task, and so on. So at best these experiments
can be used to provide general guidelines. As a sum=ary recommendation,
Self (1971) suggests that 15-20 scan lines across the target are necessary

for identifying unbriefed targets. if the system is moderately noisy, this
estimate may go to 30 or more lines, A recent (1972) working paper from
the Target Acquisition Working Group presented a summary of estimated line
numbers for three different mission conditions and three levels of target
discrimination. This summary is presented in Table 4-11t. Again, it should
be cautioned that these numbers are mepnt to be guidelines (in fact, the re-

lationships between the numbers may be uore i-aformative than their absolute
values.) This is because the raster line num.ber in itself says little about
the true "resolution" of the systcm -- neaning its ability to convey informa-
tion about the objects it viewo, For a cysten with especially good or bad
"resolution," these numbers might be considerably in error.

TADL 4-111

Estimated Rqquired Number of Scan Lines Across Tarot es a
FLtnction of 4i iiott and Level of Discrimlnation

(fron TAUe, Working Paper, 9 Auguat 1972)

Required NHwber of Scan Linoz
Condition Do- Recog- Idonti-

i. Accurate nisslon briefing I
Tareat location kmevn
Uo friandliez in area 4 8
fev clut';ra objects
Accurste aircraft HAV

syatoms

2. Accurate mission briefing
Taraet location not precisely 6 10 16

AOxn

Clutter obects przeacnt

., !.o.__snnae sne/ rurveil lentO I
Friendllec in a-teaI arget location not precLanly 6 1z 20

Inown
Clutter objects present
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Once an estimate of required scan lines has been obtained, the
formulas and figures in Section 4.2.1 may be used to deterrmine tutal ral..er

line nu',ber for various FOV's, slant ranges, and target sizes. Although
these figures were previously discussed in terms of Johnson's resolution
line criteria, they are equally applic&ble to the calculation of rastur
line number.

It is hoed that future work in this area vill proceed alonR the
lines of those studies which investigated scan line number in conjunction
with one or more other variables (e.g., target angular size, signal-to-
noise ratio). Multi-variable studies of thiis type are helpful bea.ouso
they provide designers with information or. the tradeoffs involved. ThIN
section has provided some representative data of this type; it ig hoped that
much more will become available in the future.

Raster Line Density and Sharpness

The studies revinwed abovo were :oncerned with how the nuuber of
raster lines across the target affected perception of the target. '7no
desired goal of this research is, of course, to be able to specify the re-
quired total raster li.e number of the system, once other parcmtars are
determined (e.g., FOV, required slant range, target site). It was pointed
out that equations (4.1) and (4.2) k.., be used for that purposbe

Some researchers, rather than analyzing the roquiremonto for n
particular target, have varied the total raster line number and studlod
performance on some task. One of the most comprehonsive of such ctudisa
was performed by Humes and Baue*rschmidt (1968). They found that targat
recognition performance while observing a moving scene vwriod directly
with the system line number. When the camera was pointcd in a forward and
downward direction, the percent of correct recognitionru and recogni ion nirnt
ranges increased as the line number increased from 72g to 1029 linoc.
The improvement with the higher line number was oaper.ially great at lonnor
slant ranges, and with smaller targets. It is not known whether further
improvement would have reculted from a still greater linG density,

As a result of a number oi conaideratiotis, Carol (1965b) has ro"
coamended the use of a 1000-line ra4ter in airlyorne displaye, He states
that this ia a reasonable compromise between vhat is currently aaLa:bla
and uhat is really needed. Scmple at al (1971) scata that Carelge rocm'
misndation would: "...help to compensate for image degradation duo to the
multitude of parameters affecting rezolutton. Azt-ina saimilar raster iO
mad 80 blanked lines (for retracinv) thia figure emovnts to about 115 Intoo
per inch or almost twict the number of lines found in tho ayaraog 1067 4to-
play, On the assumption that the eye's resolving power is limited to about
one m.nzute of at-. Carol's display 'eco=endation would approach ti, lImito
of the eye. One minute of are is equivalant "to 120 lineasincli (4 icm)
viewed at 28 inchas Cylcm).

Othar reviewers, however, (e.g., Ketchel and Jennoy, 1968) do not
agree that such a high line number should be rocomended. Thoy argue that
further research on the relationship between line number and hurAn per-
formkance is needed before such a recormaendation should be made.
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Clearly, it is not desirable to provide greater raster line densi-
ty than in really needed. If the eye cannot use all the information that
hi preoented, thout the design is wasteful, having squandered bandwidth,
power, etc. Furthermore, sometimes providing more raster line density can
actcuaily res ilt in a decrease in observer performance. For example, if
the line number is raised by increasing the bandwidth, It must be remembered
th-It n1oise InCrU1CJLSL as the square root of bandwidth. If the SNR is
fairly low to begin with, the further decrease in SNR may offset any poten-
ihal increase due to the greater number of scan lines (cf. Biberman, 1973).
On the other hand, if bandwidth is held constant then the horizontal re-
solution will drop, which again may result in an overall decrease in per-
f ormance.

The sharpness or clarity of the individual raster line can have
a marked effect on the visibility of the picture presented. Contrary to
what is believed by the layman, a sharp, well-focused scan line does not
make for a sharp, clear picture. Biberman (1972) has taken considerable
effort to stress this point, and notes that even today many designers
seem unconcerned with the issue of raster line visibility. He presents
pictures oi line-scanned images in which he demonstrates that by defocus-
ing a sharp image the picture becomes more readable. This happens because
the high-frequency raster becomes blurry faster than the lower-frequency
detail in the picture. lie has these comments about raster line visibility:
"As the new displays come into the development cycle it is most important
that the lin stuentura be minimized in order to maximize the usefulnessof the new displays to the human viewer...Well-designed displays should

never have a raster pattern that is visible from a notmal viewing distance.
The displu>a we get will continue to be poor as long as we don't under-
etand those facts and are willing to buy television sets that mutilate
imagery with sharp black and white lines. One must be sure that the set
has fuzzy lines that are almost invisible but a sharp picture, NOT vice
versa."

Thus, the information that is preaented along a raster line, and
across successive lines, must not be degraded by the presence of high-fre-
quency interference produced by the lines themselves. If the lines are 4
clearly visible, the observer must back up in order to get as much informa-
tion from the display as lie can. But if the lines ware less visible, he
could then move closer to the display, and see more of the detail that was I
really there all along, but was being masked.

That observers do in fact behave this way tas confirmed by
Thompson (1957), who studied how close to a display people prefer to sit,
when raster structure is present in varying degrees.. Subjects were asked
to view a tatic $mage at a close distance, and then to move back until
they felt comfortable viewing the picture. ,.Thn vwirE a conventicnal
raster display subjeeta chose a distance at tihich each raster lie sublend-
ed approximately I minute of arc at the eye. When the raster structure was
then made less visible, subjects sat substantially closer to the display.
This study is discussed further in the section on spot wobble (Section
44-2.17).
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4. 2.4 )I;ind4 /

This leet ion preuents uxperinental results and recommendat Ions
concerning two combined factors: ,,ize of the display, and the distance
:t which it is viewed. These two variables should be considered together
since they Combine to determine the angular size of the display as seen by
the observer.

It should be noted that this discussion concerno only the angular
size of the display -- not that of the target. The effects of target size
on acquisition porformanco have been covered in Chapter 3.

Display size/viewing distance is a topic that is frequently dis-
cussed but less often invutigated experimentally. Thia in perhaps because
the considerations are more logical than empirical, and derive from a few
basic facts about vision. Of the experimental results available, most
show display angular size to be a relatively unimportant variable, over the
range of values studied, This is true, provided the resolution of the sen-
sor/display sye.tem is not wasted, due to the resolution of the eye. In
those studies where no performance differences were found as a function of
display angular size, the reasons were probably cne of the following:
(a) the detail that was present in the display could be discriminated at
the smallest visual angles atudied; or (b) the extra detail available at
larger visual angles was not criticsl for performing the task; or (c) as
visual angle increased ard more detail became available, this detail was
masked by the raster structure, which also became more visible.

For example, Parkes (1972) reviews several studies which showed
that, although a slight drop in performance occurred an dinplay visual
angle decreased, the effects were not significant. Parkes conducted a
study in which vie'iing dintance changed while display size stayed the
same. Subjectn wre required to locate targets on black atd white aerial
photographs; no raster lines were present. As viewing angle decreased
from 210 X 15-3/4* to 90 X 79, there was a slight but nonsignificant drop
in performance.

An experiment by Swinney (1968) employed 3", 6", and 9" (7.6, 15
and 23 cm) displays viewed at 24" (61 cm). Detection of personnel targets
was not affected by variations in angular size of the display. However,
vehicular targots were detected somewhat less frequently at the smallest
angular size than at other sizes.

Bruno at al (1970) found essentially no difforences between 3 dis-
play sizes and 5 display angular heights ranging from 6 to 180, where the
task involved identifying televiaion-d'splayed targets whose location was
known. In a l.ater study, Brun et al (1972) measured target detection per-
formance as wall ao identification performance, and again found that the
display visual angles studied had no effect on any of their performance
measures.

A number of additional experiments with similar results could be
cited. H1owever, the above sumiary should make it clar that, in general,
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t'U..icr. h.vt I (knd display .rngu 1 ar s ize to be of relat ive I y litt Ic In,-
piLt.lnCe L0 t arget acquisition performance. However, some reviewers ie-
I lve tlht considerable thought should go into the choice of display size
.Ind vitewing distance, and that these variables may have been neglected In
tilt, past. The following paragraphs discuss some of the factors that should
lie ion idered.

The choice of display size/viewlng distance should be based on
such considerations as the resolution of the eye, the smallest amount of
detail that is present in the display, the visibility of the raster line
titcucLure, and physical space constraints. Space constraints are often a
surfous problem, and frequently result in a di'Aplay that is either too
small or too far away from the observer's eye to be adequate for the task
for which it was designed. Biberman at al (1971) state that "more of the
early airborne systems were deficient because of inadequate display size
than for almost any other reason ..... There are some fine systems under de--
sign or in production that overmatch the humaa eye by factors of 4 to 10.
That is, the detail displayed by the sensor is of good quality, but a mag-
nifying glass of 4 to ". power is required to enable an airborne observer
to see it." Thus, since space limitations cannot be ignored, It is impor-
tant to consider these limitations when determining what kind of resolution
the system will have. In this fashion, systems will not be designed that
present far more detail than the observer can use.

As discussed in the section on raster line effects, when the high-
frequency raster pattern is visible to the observer, much of the informa-
tion present in the display can be effectively masked. Thus it is impor-
tant that the display angular size not be so large as to make the scan
lines easily visible. One minute of arc is cormonly accepted as the reso-
lution of the eye (although it can be much less), and the results of
Thompson's (1957) experiment showed that subjects preferred to sit where
the raster lines subtended approximately 1 minute of arc. Thus, although
some studies (e.g., Erickson and llemingw-y, 1970a) have shown that some
people can see raster lines when they 4re smaller than this, the I minute
figure seems a good guideline for maximum raster line size. Figure 4-12
presents the maximum permissible display height as a function of the num-
ber of active scan lines, for a variety of viewing distances. It should
be stressed that this figure presents guidelines based on the assumption
that a scan line subtense of 1 minute is the point at which the lines be-
gin to interfere with perception. If systems (using spot wobble or some
other technique) are designed with less raster line visibility, these limi-
tations can be relaxed.

The effects of vibration on performance should also be considered
by the designer. Biberman (1973) has pointed out the importance of this
factor. In high-performance aircraft, especially when flying at low alti-

~ 4 f,,t... - '" ' " I,, .) Q h.-nAtnninAl. The disolav and the
head of the observer will seldom if ever vibrate in unison, so there is an
almost continuous relative motion .between the two. The resulting angular
displacements are greatest at short viewing distances. Thus, whenever it
is possible to do so, increasing the viewing distance and the display size,
while keeping the display angular size constant, will reduce the harmful
effects of vibration. (See Chapter five for a discussion of vibration
effects.)
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Figure 4-12. Maximum Display Height as a Function of Raster Line
Density, for Several Viewing Distances. Assumes raster lines

should subtend no more than 1 minute of arc at the eye.

Although it is not appropriate in this chapter to provide a lengthy
discussion of the effects of target size, the work of researchers such as
Steedman and Baker (1960) should be noted. The results of several atudies
exploring search performance as a function of target sigo have shown that
both search speed and accuracy of target recognition are relatively poor
when the target size is less than approximately 12 - 20 minutes of arc.
This finding is valid across a range of resolution values. lere then in
another factor to be considered when determining display angular size.
Some sample calculations should be made of the displayed sizes of various
targets when seen by the sensor at representative slant ranges. If dis-
played angular sizes are below 12 - 20 minutes of arc and hence are too
small for rapid target detection, serious thought will have to be given
to increasing display size or decreasing the sensor field of view.

Another consideration when determining display angular size is
the optimal search akficiency that can be obtained. Enoch (1960) has in-
vestigated search efficiency on displays ranging from 3' to 51*18', when
subjects were searching for an abstract target (a Landolt C). lie found
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that search efficiency dropped when di tpl ay angular size was le.a than 9*,
because a large percentage of the obaerver's eye fixations fell outside
the display area. Furthermore, at diiplay angles greater than 9* effi-
ciency also decreased, because observers tended to concentrate their fixa-
tions in the center of the display. Ile therefore reconmended 9* as the
optimal display angle for highest search eficiency. In Figure 4-12,
size/viewing diatance combinations that result n/a 9* display angular size
may be found at a raster line number of 540.

4.2.5 Display Luminance and Ambient illumination

There are several factors that need to be considered when select-
ing optimal picbure luminance (brightnass) levels. One of the most impor-
tant is a consideration of the other visual tasks the observer is required
to perform in addition to mbnitoring the display. It is important that
the display luminance, to whatever extoit practical, be consistent'with
the lumitunce levels encountered in theae other visual tasks. If a mission
is being flown at night or at dusk, and the observer must remain in a rela-
tiwely dark-adapted state, the averaga display luminance should be kept at
a relatively 1bw level. It should not, however, fall below the range of
sensitivilt of the eye's cone receptots. As discussed in Chapter 2, visual
acuity is greatest when these receptors are operating. Therefore, display
luminances .below approximately 1.0 footlambert (fL) or 3.426 candela/M 2

(cd/mf) should not be permitted when perception.of fine detail is important
(cf. Table 2-1).

Conversely, if a daylight mnision is bein; flown, in which the
cockpit illumination ib high and the observer in required to look out the
window at bright sky and terrain, then displqy brightness must be ctnsider-
ably higher. Otherwise, valuabte tima mightbe lost while the observer
adapts to the luminance level of the display.

In general, if dark-adaptation is not a problem, relatively high
ditplay luminance levels are advisable.. As discussed in Chapter 2, labora-
tory experiments have shown that as brightness increases, smaller objects
and objectd of lower contrast can be detected with the same level of con-
fidence. Ideptification studies hava confirmed this fact. For example,
the legibility of letters displayed on TV has been shown to increase as
display luminance increases from I to 40 fL (3.426 to 137 cd/m 2) with the
greatest increase occurring between I and 20 fL (3.426 to 68.52 cd/m

2)
(Shurtleff, 1967). A motion picture film simulation study by Mardon (1969)
(reported by Parkes, 1972) showed that target detection ranges increased as
display luminance increased from 0.19 to 4.15 L (0.65 to 14.2 m2).

Visual performance during daylight operations can be degraded
seriously if stray light (especially direct or reflected sunlight) falls
onto the display face. Ambient iliumint ion lncidcnt on the dinplay dras-
tically reduces the obtainable display contrast ratio (see Section 4.2.6).
Bruns (1971) states that most standard CRT phosphors reflect about 70% of
the light striking the display face. Thus, Iq the case of bright skylight,
approximately 2000 footcandiles (21,528-4 cd) falling on the display, if



max litus l dh tiplay brightness were 500 fl. (1713m cd), the maximum obtalinlble
dI1plaly conLr~lct ratio would be approximately 1.4/1 (1400F500/1400). The
use of Iilters In front of th, display can increase this ratlo, but they
may Introduce other problems. For example, overall display luminance will
bf reduced, and reflections may be p~cked up from objects In the cockpit.
\ dlucuusfon of some of the available filters is provided by Brunt; (1971)

S.iunl Bruns tnod Miller (1969). For a good discussion of the pros and cons
of neveral types of fliters, along with other techniques for maintainIng
nufficient display contrast in the presence of high ambient illumination,
an excellent report is that of Ketchel and Jenney (1968). A variety of
high-contrast CRT's have also been developed, which combine filters with
special phouphors, in order to permit their use even under conditions of
direct sunlight at high altitudes, 10,000 to 15,000 'footcandles (107,640
to 161,460m cd). For an experimental evaluation of some of these CRT's,
see Knowles and Wulfek (1972).

Fozard (1962) has discussed the consequences of ambient light
falling on the display. lie noted that when light falls on the picture
the typical response of the observer is to.adjust gamma to a value greater
than one, so that displayed cont'ast is greater than the contrast in the
original scene. Whereas some adjustment of gamma would he necessary to
brinG target/background contrast up to what it would have been without the
ambient illumination, Fozard found that this adjustment was generally ex-
cessive. The result was that shades of gray in the total image were loot,
hence detail rendition decreased. The beat ways to counter this problem
dould seem to be to provide shading and filters wherever possible to pre-
vent ambient light from reaching the display, and to instruct the opera-
tors as to the effects of setting gamma too high.

Another problem that must be discussed in connection with ambient
illumination Is the problem of light entering the eye from the area sur-
rounding the display (commonly called glare). Glare, which is discussed in
Chapter 2 (Section 2.4.4), may be thought of as producing a "veiling lumi-
nance". through which the observer must see. Glare can be reduced by pro-
viding a hood for the observer, or by similarly reducing the amount of
outside light striking the retina. One approach suggested by Fozard (1962)
is, when the observer has no outside visual tasks to perform, to lisa the

aircraft canopy with polarized material and have the observer wear cross-
polarized glassen.

As Parkes (1972) points out, it is typically recommended that dis-
play luminance be sufficiently high that the luminance of the surroundings
is at least 10% less than that of the display. With such an arrang,,ment a
display contrast ratio of 8:1 would be sufficient to discriminate seven
shades of gray for an image subtending 8 minutes of arc (Slocum et ul,
1967). If, however, surround luminance is substantially higher than the
iply (by ann r---- of manittde or more). then a much greater display

contrast ratio (perhaps 30:1) is required for the same discrimination
level. A study by Clare (1970) showed that target acquisition via TV
was not affected when surround/display luminance ratios were varied from
15/48 mL to 1.5/48 mL to 1.5/4.5 WL (47.7 to 152.8 cd/m 2 to 4.77/152.8
cd/n 2 to 4,77/14.3 cd/m 2) but that a ratio of 15/4.5 ti, (47.7 to 14.3 cd/m 2)
was too high for data to be obtained.

4-31



In many ustuations it is simply not possible to avoid uzzlng a dis-
play in which the background luminance is considerably les than that of
the area surrounding the display. In such cases, it is desirable to know
to what extent performance will be affected. Ireland at al (1967) have con-
ducted a careful study of visual discrimination (using abstract stimuli)
for a variety of surround-to-background luminance ratios ranging from 0:1
to 100:1, The results of their study are of practical benefit to designers
who wish to calculate threshold contrast levels, and who wish to know the
extent to which contrast should be increased when surround brightness is
greater than the brightness of the background against which the target is
viewed. They found that the threshold contrast for detecting the gap in
a ring target increased as the surround-to-background ratio increased, when
the surround was brighter than the background. When the surround was dark-
er than the background, the thresholds did not vary significantly. They
present equations for applying these data to conditions of interest, and
correction factors for extending tha results to real-world situations.
These equations and corrections are preaented below, They are based on
the assumption that the smallest target detail to be perceived ia approxi-
mately 2 minutes of arc, and that the target is at least 2,5" away from
tit bright surround.

If it is assumed that a surround which is brighter than the dis-
played scene background is unavoidable, and if some estimate of these
levels can be made, the following formula will estimate the increase i..
required targeat/background contrast over that required when surround lumi-
nance is equal to background luminance:

C" , C (0.95 + 0.05 L (4.4)- ref  LD,(44

where,

C" - Conservative estimate of threshold contrast for a given
ratio, LS/LB > 1

Cref = Threshold contrast when LS/LB 1 1

LS a Luminance of the area surrounding the dislav

LB a Luminance of the background againot which a terjet
18 sOn.

If the value of Cre f is nor known or assumed, it may be estimated

from the following equation:

log Cref = '-0.368 - 0.253(log LB), (4.5)

where all terms are a* defined in aquatio (4.4). Equttion (4.5) applies
to the calculation of the target/backgrowid contrast naded for a .50 proba-
bility of discrimination, when the target ts brighter thAn its background,
and subtends 2 minutes of arc at the eye. Ireland et al atate th t it is
valid for values of LB from 0.lmL to 200 mL (0.318 to 636.6 cd/n'), and
that extrapolation beyond this value will underestimate Cref.
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To make these equations of greater practical value, two correc-
tLion factors are recommended. First, to obtain the contrast required for
.99 probability of discrimination, Ireland et al calculate that equation
(4.4) should be multiplied by a factor of 4.2. Second, to extend the re-
sults from a laboratory setting to a more realistic environment, a mini-
num multiplication factor of 6.25 is suggested.

Figure 4-13 presents some representative results of the above
series of calculations. The figure presents the estimated contrast thresh-
olds required for 0.99 probability of detection in a practical visual task
involving critical details no smaller than 2 minutes of arc. These threnh-
-;IJs are presented as a function of background luminance (LB), for values
of LS/LB ranging from 1 to 100.

125.0 -

~~oo~1 L S/LB - 100
0 LS/L8 - 50
X IS/LB, 10
* LS/L - I

t 75.0

C- 50.0 -

2.I

0. 1.0 10.0 100.0 1000.0
BACKGROUND LUMIN(AINCE (tL IN HILLILABERTS

Figure 4-13. Estimated Contrast Required for Detection Probability of
.99 in a Practical Visual Task Involving No Smaller Than 2 Minutes
of Arc. Presented for various ratios of surround luminance (LS)
to background luminance (LW). See Equations (4.4) and (4.5).
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As for recormonding maximum diapliay luuninancea that should be pro-
vided in airborne viniual diaplayu, Xatchsi. ond itiniiny (1968) state that
sufficient research haa not yet been done to pernit fUrr. recoi~cndations
to be m~ade for diffarcat~ altuftonz. They 4o, huvvor, 6tate their belief
that 500 ft (1.591.5 cd/m2) mhould be isufficiant fo ordisy head-downi
display appl'.cations. If thtu provea Indtqae In z partLcular cockpit
envirosr.peot., they argue againat the "brute. foret" aproach of providing an
even greater lurainance level, which tu costly In tfrs of vzItage require-
meants, reliability, and other faector6. Rather Oiar, naintaining sufficient
cont-rast by Increasing output luminavee, th~ey pirgmse that efforts should be
d irec ted toward developing toro eff £icient conut rt t nhancen nt techniques.
They provide a listing avd diacuusion of uczveral avch techniques wbich hold
promiae and whIch clearly ohould be eval.uated in an extenvilve revearch
programi of between-"displany cozparizons.

F'inally, it ehould be added Ot.t movt *f te k3=11 &=unt of re-
search Ohat has betuc donx W%& boon cone~rnad witlh dioplay le~ibility or
with the discr inattcu of abtrct trgotg, Effot needs to be extended
ine the direction of reallotic targot acquizition problvaas.

These three topSice are cou'binad in the prannt report because they
are Intarralate(I and difficult to neparata, For exwplo, Me Ca- J. a
system, ivhlch wy be loosely defined a the alope of± the functio;, ;'atina
log inputu luminanze to log output luminance, zan be 'Coasdered as -.e con-
traot tranafev funttion, an it derminas Whethor the dInplay contrast
ratio 'In greater than (gtrn > 1), equal. to (QaveM - 1), ar less than (gamma
< 1) tha Input contraot rattio. The studies rapom,-d In this section will,
for convanieuaes, he arupod ac dnSt the ra terinology. But,
tncauen of th6 way thaaa t -pics are Interonnocted. vome overlap is inevi-
tabla. Xor vr~mpla, thvst oneS autluor rght describc As a chauge in gamaa,
voothar author could call a variation in e nub- of ahadazm of gray.

Dslycontavt retto to rot 'Adoeica3. to tarat/bcILFground con-
traut xc 41eftad in Cheptar 2 (Ssctioa R athor, it Lo dafined ac
tho ratto of the brightwa to tiva davikiat porcion of the Uspaoyed scene.
VAry little rmsorch has deal.t w~ith dtaplay contrazt rat).o; a ocudy at
Aonvle~ (iRumaa and Raotc1t %-- 1 l%8) ia tho coot operationally role-
vant weportuat on th~o topic. Undo;' the cvWonn *t' ttxair exporiment,
which~ involved sorii g for tarret inad i cno, they found the.

POV'Un~jt O tUraea Or: Ctly t'eCOi~d to bo groateat at a "Medium"
displxy contreast VAtio (60), corrd to 6to o)..25 and 600. Poir-
fi.eld (1970) aloe quotoo ~e Ruazi.an report %..hich stro t-hat a TV pie-
~zvra with a conrt at 35i =y bG Co idaod "Nood"; a rovtrgat of 100 is

%~ce~ae~';and above IV, lo of no value in improving i~age quality.

The' factor of atibloa illuminatlun must also be tcUken into account
when wp~cifying tho *iitva acoaptAble ww*xvt ratio, 't is raconmonded
.that tht Burotd lumiricme be at loast. 10% Saclol that of tho diapl~y. If
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this condition cannot be met (which is often the case in a cockpit environ-
mnet), a greater display contrast ratio would be required to discriminate
a given number of shades of gray. For a discussion of contrast require-

nents as a function of ambient illumination, see Section 4.2.5.

Only a few studies have been directly concerned with the effects

of different system gammas on target acquisition. One experiment that did

investigate this variable was reported by Fowler, Freitag, Jones and King

(19;1), Three values of gamma were employed: 0.55, 1.0, and 2.2. The

aff.ct of the low gam.a is to compress the bright end oi the scale of scene

luminances, relative to the scale at the dark end of the continuum. The

effect of the high gamma Is just the opposite. The result is that, although

an increase in gamma produces an increase in target/background contrast, the

amount of contrast change dependa on the initial contrast level. For ex-

ample, if a target is brighter than its background, a change in gpxma re-

sults in a greater contrast change for high contrast targets than for low

contrast targets, provided the dynamic range of the system is not exceeded.

The result of rhe Fowler et al study was that higher ga=a generally re-

sulted in better detection and recognition performance. This result can

be attributed to the effect of contrast; when contrast was held constant,

the differences between the gamma levels were unclear. A relatively narrow

range of target and background luminances was explored in this study, and

the results must be considered tontative.

Another experimental study of gamma, using a photographic rather

than television display, was done by Blackwell et al (1961). Subjects per-

formed a target detection task while viewing vertical aerial photographs
of a terrain model. Four values of gamma were studied: 1.0, 1.8, 3.1, and
4.0. As gamma increased, so did the target/background contrast of all tar-
gets displayed. The results showed that target detection probability in-

creased substantially as gamma Increased. This effeet was most pronounced

when the detuction probability for a gaea of 1.0 was ralatively low.

hen this probability was high, tha percentage improvement obviously could
not have been great, since performance cannot be greater than 100%. There

is some evidence that, if datection probability is very high when gamma
1.0, increasing the gamna to 4.0 results in a slight drop in performance.

The conclusion to be drawn from relatively sparse evidence is that,
in the absence of firm information about the target and background lumi-

nances to be encountered, it is probably best to stay with gamma of about
1.0. This is essentially a compromise between contrast and dynamic range.
On the other hand, if the mission involves searching a desert region for

light-colored targets, then it may make sense to expand differentially the
bright end of the scale by increasing gamma -- even though dynamic range
at the low end is sacrificado More research should be done to determine
the advisability of providing the observer with a gamma control, as well as
to study a wider range of gamma values, target7background conditions, levels

of clutter, and so forth. Such research could be fruitful, especially when
considering various sensing systems (e.g., spectral signature) that often
result in pictures representiug gammas substantially different from 1.0.
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'he uuimnber of .hladcs of gray provided by the nyatem is uhunily
mv.euared electronh e l ly rather than phychophyulcally. One tray SLep is
i'nerally del lned a. i 3 db increment in zilgnal level (iairlleld, 1970);
thiths corresponds to a ratio of (2) a: I between adjucent luminance levels.
Ialrfield (1970) points oait that, considering the range of luminances to

which the IighL-adapted eye can respond, the theoretical maximum number of
s;hadea of gray a system should provide is about 14. The weight of experi-
mental evldence, however, suggests that from seven to ten shades is suffl-
c ~Ient.Clt Sloctun at al (1967) suggest that a minimum of seven shades should
be provided when a complex scene is being searched. Johnston (1968) cor-
roborates seven as a minimum number, In a study where target recognition per-
formance was studied as a function of either five, seven, or nine shades of
gray. She found that recognition times were significantly longer (by
approximately 50%) with five shades of gray, compared to seven or nine
s ades, at relatively long slant ranges (approximately 3.5 and 4.5 kilo-
meters), although the difference disappeared at shorter ranges (1.8 and 2.7
kilometers). Thus at comparatively long ranges, where the apparent target
size in small and the scene complexity is high because of the amount of
ground area covered, fewer than seven shades of gray is undesirable.

Ketchel and Jenney (1968) argue that approximately 10 shades of
gray should probably be provided in order to produce sufficiently realis-
tic TV images for optimal performance. They point out, however, that
sufficient research has not yet been performed, and that an easy answer
is not forthcoming because of possible interaction effects between shades
of gray and the resolution of the system. In part, more shades of gray
are required in order to compensate for resolution limitations in some pres-
ent-day sensors. They suggest that with sufficiently high resolution, the
required number of gray shades may be reduced. As Biberman (1973) points
out, however, both "resolution" and "shades of gray" are related to the
displayed signal-to-noise ratio as a function of spatial frequency; he re-
fere to both concepts as "subjective" manifestations of the signal-to-noise
ratio. Modern-day thinking on the subject of image quality relies heavily
on the concept of displayed signal-to-noise ratio (see Section 4.3) as a
unifying measure which ties together many of the older image quality param-
eters.

Supporting evidence for the use of not more than 7-10 gray levels
comes from a photographic study by Gaven at al (1970). Subjects performed
an identification task while viewing pictures that were encoded with from
1 to 7 bits of luminance (2 to 128 gray levels). Performance increased
rapidly up to about 3 bits; little if any fur. ier improvement was observed
from 3 to 7 bits.

Two studies performed by Greening and Wyman (1968 and 1969) in-
veotigated shades of gray on high-resolution radar imagery. Radar imagery
was produced by an airborne radar syotem at an altitude of approximately
10.5 kilometers. The stimulus materials were positive transparencies of
this imagery; the subjects' task was to recognize targets such as bridges,
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ta. tories, barracks, etc. The imagery wan produced by employing either 3,
5, or 11 shades of gray. FIgure 4-14 illustrates these conditions. As is
teen by these tranufer curves, another way of describing the differences
between conditions is to say "hat the dynamic range of the scene was varied,
with different levels of gamma occurring across that range. The results of
the first study showed that target acquisition performance (probability of

recognition latency) was positively related to ti.- shades of gray in radar
imagery. As gray shades increased from 3 to 5 to IL, recognition probabili-
ty increased from .56 to .67 to .82, and latency decrea.ed from 11.0 sec to
9.6 sec to 8.6 sec. Thus the amount of improvement from 2 to 5 shades is
about equal to the improvement from 5 to 11 shades; therefore, adding a
few more shades probably would not have had much additional effect. This
is further evidence that there is little reason to incur the costs of pro-
viding more than about 10 shades of gray.

E!

Fiur 4-14 TrnfrCrvsfrTre yai

0-
__/'I

I
I

!I
LI

Ranges, Representing Either 3, 5, or 11 Shades
"" of Gray (adapted from Greening and Wyman, 1969).
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These results were confirmed by Greening and Wyman (1969), who

co.-%Pared the 11 ahades of gray condition with the 3 shades of gray, wheretthe !ittter condition was either as shown in FIgure 4-14, or shifted to the
right or the left -- thereby enhancing discrimination of eithLr "hard" or
"soft" tirgets, respectively. The results showed that the wide dynamic
range con%,kition was superior to the narrow range condition, despite the

< fact that the narrow range window could be shifted no as to be centered
on that part of the scale where a particular target was located. On 21 of
the 25 targets, recognition performance with 11 shades of gray was as good
as or better than the best of the narrow range conditions for a particvlar
target class. Thus, for radar imagery, under the conditions of these
studies, sacrificing shades of gray (dynamic range) for a higher gamma was
not justified.

4.2.7 Signal to Noise Ratio

Many studies have demonstrated that perceptual performan:e becomes
degraded as the signal-to-noise ratio (SNR) of a oystem decreases. In gener-
al, the results from a number of studies have shown that performance improves
as a function of SNR up to some point (approximately 16-25 db), beyond which
further increases in SHR are of little or no importance. This review will
briefly discuss a few of those studies that are most pertinent to the pro-
blems of target acquisition, and will concentrate on those that indicate
the SNR value at which performance seems to level off.

Signal-to-noise ratio is commonly defined as t6e ratio of the
peak-to-peak signal amplitude to the root-mean-square (rms) noise. Peak-
to-peak signal amplitude refers to the difference between the maximum and
the minimum signal values; rms noise can be considered as the standard de-
viation of the random fluctuations around a given signal level. For the
reader interested in more extensive definitions and descriptions of various
measurement techniques used with TV camera tubes, see Biberman and Nudelman
(1971, Vol. 2). Signal-to-noise ratio is often expressed in units of deci-
bels (dB), rather than as a simple quotient. In this section the dB form
will be used, where

SNR (in dB) a 20 log,, (peak-to-peak signal / rms noise). (4.6)

Most of the studies investigating SUIR for electro-optical displays
have employed static imagery viewed through a TV system. For example,
Parkas (1972) required subjects to locate targets in oblique terrain photo-
graphs, She varied noise level in order to obtain SHR's of 30, 24, 19, and
14 dB. In comparison with a direct-view condition, the two higher SNR'o
did not result in a significant performance docremv.mnt. A sharp drop oc-
curred. however, between the 24 and 19 dB conditions. Thus, under the con-
ditions of this study, an SNR of 24 dB was fully adequate. Parkes also
reviews a few additional studies with static imagery, ka which the targets
were abstract geometric forms.

4-38



A study by Wi1iams et al (1965) represents a rare attempt to
study SNR under conditions of scene motion, rather than with stbtic d14-
plays. In studies involving geographic orientat!on relative to a pre-
designated target position, no p.rfirmance differences were found among
SNR'u of 15 db, 20 db, ard over 50 db. In an identification task, however,
involving discrn ination between moving circles and heyagons viewed against
a cluttered background, performance was significantly 6egraded under thu 15• db condition.

Atother dynaric target acquisition study ts that of Humes and
Bauerschmidt (1968). In this study aubjectR viewed a television display
of aerial reconnaissance films. The SNR levels studied were 1, 7, 16,
and 37.6 db. In thi4 study the 16 db condition was the level below which
performance deteriorated. This was especally true for percent correct
recogrition, but ,-so for recognition speed provided the targets were
either of low contrast or sarc~l. The authors conclude that a TV system
designed for use against small tactical targets should be capable of pro-
viding an SNR of at loazit 16 db for undagraded performance,

It should be pointe, out that nviue seen on a live televised pic-

ture is fundamentally different from that seen on a photograph, because it
is continucusly changing in a random fashicn. Dynamic noise is considar-
ably less disruptive than stAtic noise because of the temporal Integration
properties of the visual rysten (of. Chapc :r 2)' SLice the eye and brain
do not register each fleeting cht.age in brightness, the rapid randon fluctu-
ations are averaged out, and the slowly-changing information in the scene
is perceived core easily. Thu- a target can be discered more readily than
it could be if the noise were "frozen." The detrimental effect- of stasic
noise have important implicact.'na for the concept of display froeza, dis-
cunse in Section 4.2.11, If a p4vLicular frama -are stored and displayed
repeatedly, noi that was Penerated b) the photot.zansducer would be frozen
alona with tho sl and would Lherefore affect the perceptibility of the
signal. This fact should be considered when determining the benefits like-
ly to be darivtd from display freeze.

In addttion to tha temporal characceristics of the noise, spatial
characteritic can also affect the level of perfornncea. In a preliminary
study by lillman (1.956) the det.xtion or r3cognition of small targets was
degreded more by noise of high spatial frequency than low frequency noise.

* In general, from he pilot work, the concluded that noise is moat detrimnt-
.. al when ite spatial frequency matches that of che objecto being searched

for.

In sunrmary, this rcviev has preetnted results from a few reprecon-
tative studiea that have shown acquisition performance to be a negatively
6ccelerated increasing function of SNA. The particular value of AR, above
which little further benefit is obta4ned, depends on r va'rioy of experi-
mental details. However, there is quite a bit of ,:oraoistncy between

stidies. Hairfleld (1970). after reviewir3 a numter of classified as well
as unclassified -tudieu, concludes that tho critical SNR level lies b%4-
twen 16 and 25 db,
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The topic of SNR will be discussed further in Section 4.3, in
connection with a summary measure of image quality. It will be shown that
the SNR, when modified to include such factors as the image size and the
temporal integration properties of the eye, can be used to predict simple
target acquisition performance in a variety of situacions,

4.2.8 Frame Rate

In considerinS the frame rate or information update rate to be
employed, two basic problems must be kapt in mind: the likelihood that a
particular frame rate will result in flicker of the displayed picture, and
the likelihood that an unacceptable amount of target blur or smear will
occur, making detection or identification difficult.

With regard to the first problem, it should be noted that, at the
vcry least, the presence of flicker can be extremely annoying. Further-
more, if continued for a long enough period of time, it can degrade per-
f rmance because of its fatiguing effects and its effects on motivation.
If the frame rate is slow enough to produce flicker, the problem could be
counteracted by increasing the interlacing beyond the customary 2:1 (see
Section 4.2.9), or by employing storage circuitry that enables the same
scene to be presented on successive frames. If such changes are unaccept-
able for design reasons or because of other considerations, then the field
rate (equal to twice the frame rate for a 2:1 interlace) should not fall
below the critical flicker frequency (CFF) for the display luminances en-
countered. lt is difficult to predict CFF from laboratory data using
square-wave pulses because of the nature of the raster-scan process, the
characteristics of the particular phosphor used, etc. The general relation-
ship, as presented in Chapter 2 (Section 2.4.6), is that flicKer will be
perceived at higher repetition rates as the average luminance level in-
creases. The likelihood of flicker can thus be reduced by reducing dis-
play luminance. A second procedure is to utilize a longer-decay phosph(-.
This approach would be effective only if there were relatively little it. c

motion, for image motion produces smear with a slow phosphor. Carel (1965)
presents curves, which are adapted from earlier work by Schade, that show
CFF for a variety of phosphors and viewing distance/screen diameter ratios
(p). The determination of p is important because CFF is generally higber
in the periphery of the visual field than in the fovea; thus, CFF increases
as p decreases. As a general guide, a frame rate of 30/second (2:1 inter-
lacing) will not produce flicker if the average display luminance is ap-
proximately 10-30 fL (34.3-103 cd/m 2), and the highlight luminances (com-
prising a small port.ion of the total display) do not exceed 150 fL
(514 cd/m 2 ) (Carel, 1965; llozard, 1962; Schade, 19o4).

Concerning the loss of visual information due to sampling a moving
scene at.e slow frame rate, relatively little experimental evidence is
available. For a review of a few classified simulation studies involving
this variable, see Hairfield (1970), Snyder et al (1967), and lillma (1967).
As is true with other parameters discussed in this chapter, simple answers
-ire not available, and the dbsigner must consider carefully how the system
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is intended to be used, before making decisions about the tradeoffs f,,volved.
Obviously with a relatively high rato. of target motion acros:) the screen,
Image blur could be a serious problem, and a relatively high Informnt ion
update rate would be desirable. 1loffnan and Greening (1967) have shown,
for example, that if the blur vector exceed., twice the dinplayed itze
of the target's "critical" detail, then target acquisition performance is
significantly reduced. On the other hand, if sensitivity and power require-
ments are paramount, it may be necessary to sacrifice frame rate in order to
reduce bandwidth and improve signal/noise ratio. One way to reduce the
problem of blur when the frame rate is too slow is to shutter the senuor uo
that it operates for only a fraction of the frame interval (see Section
4.2.10).

As a general statement, it seems advisable to stay with a frame
rate of 30 frames/second, unless there are compelling design reasons nug-
gesting a lower rate. In this case, it may be necessary to conduct nisula-
tion studies to determine whether detection/identification performance is
acceptable under representative operational conditions.

4,2.9 Interlacing

Interlacing is a technique for eliminating display flicker with-
out increasing the data rate, thus conserving bandwidth. TV syatems normal-
ly employ an information update rate of 30 frames per second, At this frame
rate, flicker would be noticeable at typical display luminance levels (of.
Section 2.4.6 and Section 4.2.8). In order for the frame rate to be increased,
the scanning spot would have to move across the display at a faster rate,.
and bandwidth would therefore need to be increased in order to maintain
the same horizontal resolution.

In order to maintain frame rate at 30 frames/second and still avoid

flicker, the standard procedure is to cause the CRT beam to write every
other line, then start at the beginning and fill in the "spaces." This tech-
nique is called 2:1 interlacing, and results in a field rate of 60/secowj,
while the information update rate is still only 30second. Each individual
line is still flashing 30 times per second, but at normal viewing diatances
flicker is imperceptible because the resolution of the eye is sufficiently
low at such a high spatial frequency,

An interlace ratio of 2:1 is standard, but in some applicationo it

could be desirable to use a higher ratio. For example, if designated for
use in a high ambient illumination environment, the display luminance might
be high enough to cause flicker at a rate of 60 fields per second. By using
a 3:1 interlace a 90/second field rate would be obtained. As ainother ex-
aripla, if the ae c .-- 1-1y a, t4hav t-Ii I .-,rrnsunn %indate rate
of 30/second is not needed, it might be desirable to employ a lower frame
rate. By so doing, bandwidth could be reduced, or resolution improved. At
20 frames per second a 3:1 interlace would again bring the field rate to
60/second.

The effect of changing the interlace ratio has noc been studied
experimentally. In ordinary applications there would be no advantage to
increasing the interlace ratio unless frame rates were simultan ously re-
duced. Research should L. done to determine the extent to which such a
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chiange would affect target acquisition parfolimtlacu, for a variety of image

rates of motion.

4.2.10 Image Frame Integration Time

One way to reduce image blur causod by high angular rates of
motion is to decrease the amount of time duri1,l which the sensor collects
information, before the information is tritnaforred to the display. This
ay be done by increasing the frame rato, ,o thnL radiant energy is inte-

grated over, say, 1/60 second instead of 1/30 nocond. However, this solu-
tion is costly in that bandwidth would havo to bu doubled in order for res-
olution to remain the same. Another prtcedu) tI to maintain the same frame
rate, but shutter the sensor so that energy Li integrated over only a frac-
tion of the frame interval. This procedure io feanible only if the scene
radiance level is high enough so that the S/N ratio can remain at an ac-
ceptable level.

Experimental investigation of thisf shuttering technique was con-
ducted by Humes and Bauerschmidt (1968). With a frame rate of 30/second,
they studied integration times of 1/60, .1150. and 1/300 second. Under
nadir viewing conditions (camera point.iLn ulmott etraight down, resulting
in highest ground angular rates) target racoRg[,ion probability was slight-
ly but significantly higher at 1/150 or 1/300 than at 1/60 second, in addi-
tion, recognition latency was faster for the 1/300 second condition. With
an oblique viewing mode, however, performanco wn.s generally unaffected.
Similar increases in performance by roducinn blur through shorter exposure
times have been reported by Hoffman and (Groenhig (1967).

This technique is a :relatively ,impla way of decreasing blur when
targeL angular rates are excessive, and sihotild be given further study.

4.2.11 Display Freeze

In many situations target acquisition purformance may be limited
by the effects of target motion across thi disptay, For example, at rela-
tively high V/11 (velocity/height) ratios, ,oniplod with a small field of
view, a substantial proportion of targots may leave the display before the
Liserver has had time to identify them. Or their angular rates may be r.oc
great for them to be identified accurately, onpocially with image smear.
A logical solution is to provide the capability of freezing the image at
nome point, to permit the observer to malto a i. re thorough search of the
scene or a more detailed inspection of tho targot.

Several freeze modes are posoibl. Vrocze may be initiated by
the observer, or it may be automatic, bsod on navigational information,
It may be for a fixed duration, or until th. operator terminates it. It
may also be continuous, consisting of a norie4 of stopped frames of limited
duration. Some of these parametorn wero iov s igated in two studieu per-
formed by Rusia, Snyder, and GreeninE, (965u) and Rusis, Snyder, Greening,
and Rawlingg (1965b), which repreosent exp erionto pertinent to the air-to-
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ground :searcht problem. In LhiL',e experiments, subjects were required to
search~ for and recognize talctica1 targets while watching a TV display of
a dynamic scene.

The results of both studies Show Lhat display freeze can be very
helpful. In the first experiment, recognition performance was improved Int
the observer-initiated freeze mode, in comparison to no freeze, at slant
ranges beyond about 0.4 kin. As the duration of the freeze increased fr(cm
I to 5 seconds, performance worsened. An automaically-lnitiated dis-
play freeze, such as could be provided by a computer tied inl to an accurate
navigation system, was superior to observer-initiated freeze, A continuous
freeze condition (every 3 seconds) was inferior to all other freeze modes.
In the second study, where slant ranges were measured with more precision,
observer-initiated freeze was again found superior to a no-freeze condition
in terms of recognition probabilities, but average recognition and designa-
tion slant ranges were longer without freeze. Designation accuracy (plac-
ing a reticle over the target) wits greater with a frozen display.

These experiments indicate that display freeze can in fact en-
hance recognition performance. Whether this advantage is of great enough
practical significance to justify the additional cost of providing a dis'-
play freeze (e.g., sican converter) capability is questionable. Although
some image blur may be eliminated by this procedure, a considerable amount
of blur due to motion is caused by the sensor (due to fthe frame integra-
tion time), and is therefore still present. In a frozen image, any blur
due to sceae motion during the frame time remains "correlated with" the
scene, whereas in a dynamic imrage the observer's visual system ean "inte-
grate out" some of the blur, Also, although more tkne it; available to in-
spect a scene, in some cases dlaplay freeze might result in an important
target going undetacted, if 'At should pass through the field of view while
the display Is frozenr. The most useful applicatiovn of display freeze is
probably for missions being flown against fixed targets whose position is
kniowvi. A computer tied in to an accurate navi&ation system could thern pro-
vi~de disrlay greeze as a predesignation tech;i'que (see Sturm, Snyder. Wymain-
and Rawlings, 1966), thercby increasing recognttion ranges.

4.2,12 Sensor rointin~ Angle

zome attention h&6 been given to the- *epreoi,2on angle at which a
seoor should be fixed in order to miximize detection or recognition
rangeb. Whenevor feaoibla, It is clearly daoirable to enable the obser-
ver to concrol where the set.1cr is9 pointing, so that a targat, once 6etec:-
ed, may be traclKed regardless of the movemants Of the aircraft, inl some
5yztcnis, howavar, ric iudh "ab!Iiy is; pruvided. Furthermore, *veit when
the camera can be controlled, It Is likely to be set in a Stationary
position prior to target detection, wnile the terrain is be.ng acarcbr.d.
Thlua, come decision has to bo made '7 to hlow fat down fromn the horiton the
sensor should ha aimed in order to 1'roduc;= the best results. In ardor to
anower stich a questicn, ottention must be given to other Variables 40ves -
such aa ciancra field of, vsew (FOy), aircraft altitude and speed, target type.,
etc. Thesa factors mutst Comnibine ill sueth a way thfit the tairget cail bke detect-
ed and recognized before it pasage beyond the lIOIuer DouLndary of the display,
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A study by Carter (1962) utilizing FOV'i from 10* to 260 found the
optimal depreanion angle for recognitiot to be 300 at an altitude of 3000 ft
(914m) and 20' at an a1ltItude of 1500 Ct (457m). Such a re:ntlt is logical
since, for a given FOV, tbe ground aren hering taken in by a camera de-
creases as alti-tude decreases. This effect can be compensated for by de-
creasing the camora depresolion angle, which resJult in an increase in ground
coverage, thereby increasing the amount of tire a target remains displayed.

Humen and Bauerschmidt (1968) atudi.d camera pointing angle in con-
juaction with camera FOV and airc:raft valocity/height ratio (V/1i), in a
fixed-base simulation study in which the observer viewed a TV display of
motion picture scenea, At a low V/i value (0.05), recognition performance
was poorest at a deprssion angle of 260, better at 450, and still slightly

better at 820. At higher V/H values, optimal performance was obtained at
the 450 pointing angle, and poorest performance again was found at 260.
These r- sults are presented in Figure 4-15. In line with Carter's (1962)
resultst It may be seen that the advantage of the mere forward-looking angle
(450) Is greater at the lower altitude t~oted, It is also evident from this
figure that the lo',:er velocity resulted in substantially improved recognition
performance regardlcss of viewing angle in this simulation, although this
eefezt wa.; most pronounced for the "nadir" viewing mode (820). Because of
the interaction between the effects oi poantng angle and altitude, the au-
thors point out that the use of V/H as a iummary measure of two independent
variables is risky; it cannot always bt auoued that an effect observed at a

certain V/H value would also be observed at a differet speed/altitude com-

bination producing tihe vame V/H level.
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"lhe 3ensor FOV should alno be %aken into i.ccount when determining
optimal pointing angle. Humes and I1aucischmidt found an interaction be-
twehn FOV and pointing angle such that at a relatively shallow pointing
angle (260), recognition performeince was best with a narrow FOV, but as
the depression angle increased, larger FOV's were advantageous. Although
these results depended somewhaL on the particular performance measure
being considered, the authors concluded that under shallow viewing angles
a vertical FOV of 180 or less is advisable; for a pointing angle of 450
a vertical FOV of approximately 26' was recommended; and for nadir view-
ing angles a vertical FOV of approximately 470 appeared optims .

In summary, Htunes and Bauerschmidt make the following conclusions
about the operational significance of their results: "...optimum recogni-

tion performance for a fixed pointing angle system would be realized with
a camera pointing angle in the region of 45O. With shallower angles, long-
er slant ranges are obtained, but lower percent recognitions result; with
steeper angles (and shorter slant ranges), higher percent recognitions can
be expected. Since varying, operational requirements may be encountered in
which either long acquisitivn slant ranges or high target acquisition prob-
abilities may be of primary importance for given missions, it is concluded

that a viewfinder system with variable camera pointing angle capability
would be most desirable."

4.2.13 Scene Rotation

Closely allied to the topic of sensor pointing angle is the sub-
ject of displayed scene rotation. This topic, which has received no ex-
perimental attention until very recently, pertains to the false rotation
of a scene displayed to an oserver, as the result of line-of-sight rota-
tion of a gimbal-mounted sensor, If a sensor is mounted beneath an air-
craft, some type of gimbal arrangement is often provided in order to per-
mit the camera to track a target whose position is changing relative to
the orientation of the aircraft. A variety of such gimbal arrangements
may be chosen. The final selection may be based on a number of engineer-
ing considerations other than those affecting the appearance of the scene
as it in displayed to the observer,

Depending on the location of the target relative to the aircraft's

flight path, certain gimbal arrangements will result in a line-of-sight
rotation (roll) of the scene viewed on the display. The nature of this
rotation is determined by the gimbal order chosen. in a 2-axis gimbal
system, a yaw-pitch gimbal order (moaning that the yaw axis is the outer
nxis of rotation) produces no scona rotation, while a pitch-yuw ... r Will
produce rotation when the aircraft flies past a ground target 'hat is off-
set from the flight path. At a given moment, the amount and rate of rota-
tion depend on aircraft speed, direction of flight relative to the target,
altitude, and distance from the target, As an example, consider the case
where a sensor mounted on a pitch-yaw gimbal begins tracking a target seen
at an azimuth of 3400 relative to the aircraft's heading. If the aircraft

maintains level flight, and the sensor continues tracking until the target

is off che left wing (an azimuth of 270*), the displayed scene will rotate

1.
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in a counterclockwise direction. li the case of a roll--piLtch gimbal order,
the conditione described above would again result in counterclockwise rota-
tlion. Hlowever, the amount aisd rate of rotation observed at a given point
during the flight would differ. Fgure 4-16 presents a Lomparsion of the
rotation produced by the roll-pitch and -.itch-yaw gimbal orders duelng a
typical flyby intineuver.

2.0- 1 CL, I ATION 1
"' . INIllAL COUDTOI N0

AIRTYAfT IS I54 H (AS) OF TARGET
AIRCRAfl IS 9144 M SOUTH OF TA9GtT
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:; LONGITUDINAL DISTMCC TO TARGE:rT / :
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Figure 4-16. Comparisor, Between thi Amount of Scene Rotation Produced
by Two Gimbal Orders, During a Typical Flyby Maneuver

Froitag and MacLeod (1974) have recently completed an experimental
program to study the effects of sceno rotation on target acquisition per-
formance. A terrain oimulator was employed in conjunction with a TV camera
mounted on a Ohree-axio gimbal driven by a computer progra,=ed to simulate
either a yaw-pitch (no rotation) or a roll-pitch gimbal. Although the ra-
su.ts showed no difterenees in detection performAnce, recognition s!4nt
ranges were significantly longer for the no-rotation condition. This is
the first experimental evilonce suggesting a decrement in acquisition per-
formance due to scene rota.on. Price (19T4) eacentially replicated this
experiment nnd obtained the same resultii.

Further research will be required to observe a widne eanpliug of

gimbal arrangmsentsa as well as to determine the causo of this 4ac,.tant.



One possible expanation III that the additional motion produced by the sen-
sor rotation rate causes further Image smearing, hene a decrease in target
lnmage quality. Another pontibility is that targets are more difficult to
recognize when seen.in an unfamiliar orientation.

If scene rotation proven to be sufficiently disorienting or detri-
j mental to pilot performanco, it is possible to eliminate the rotation

either by counter-rotating the display itself, or by employing electronic
means. Either procedure has drawbacks, and further research must determine
whether the advantages would outweigh the costs.

It should also be noted that target acquisition is not the only
performance area which is likely to be affected by gimbal arrangement.
Tracking, for instance, is much more difficult with a roll-pitch system
than with a yaw-pitch system (Freitag and MacLeod, 1974).

4.2.14 Color vs. Black and White

Because black and white TV systems convert a scene into an image
that varies onl .n luminance level, it seems intuitively obvious that a
groat deal of potentially useful information is being lost. Some authori-
ties (e.g., Hillman, 1967) have suggested that acquisition performance
should be improved substantially if this extra information were available
to the observer, particularly when operating at low altitudes and in clear
weathor.

Only a few realistic studies have been designed to investigate
the une of color TV systenms in target acquisition. These studies have
generally failed to demonstrate clear-cut differences in detection perform-
ance as a function of color contrast, although recognition and/or identifi-
cation performance may be onhanced In certain instances. A review of the
experimental literature on the effects of color on visual search, ptimarily
for diplays, was conducted by Christ and Teichner (1973). They concluded
chat while color can be an effective aid to performance undcr some conditions,
it can be detrimental in othern. If the observer has been briefed concerning
tihe colors of certain clatsea of targets, his performance might improve.

One recent study of the ability of subjects to acquire colored
military targets was performed by Fowler and Jones (1972). They investi-
gated whether the use of a color television display would enhance detec-
tion or recognition performance over that achieved with a black and wiite
TV picture. Uing video tapes prepared by "flying" over a terrain model,

.- they found no advantage due to the color display, regardless of whether
the target colors were scmilar Lf,, or different from, their background

• color , Later research in the same laboratory employed lower target/back-
ground brightness contrast values than used in tie earlier study. The re- I
sulto again failed to demonstrate any advantage due to the use of color

displays,

An earlier simulation study (Snyder et al., 1964) comparig color
0th black and white film, arrived at esoentially the same conclusion. No
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aignificant differences were found in mean recognLtion ranges or percent
correct recogattione, ever. when two of the fIve targets employed we -e
yellow vehicles, which are seldora eicountered in real life ractical en-
vironments. A similar conclusion was reached in a recent study by Davies
(Parkes, 1972).

Because of the results of such studies and because of certain
other coniderations, it is doubtful vhether presenting the observer with
a realistic color picture of the scene is particularly advantageous in
most air-to-ground operations. This is especially true considering the
increases In cost and weight associated with color system. One reason
for the relative unimportance of color information is that the atmos-
pherc reduces color contrast, imparting a bluish tinge to low-conrrast
objects (cf. Middleton, 1952). In general, as the distance between the
object and the observer increases, crilored objects become less saturated
until they are virtually indistinguishable from achromatic objects. The
range at which this occurs depends upon the amount of haze, the nature of
any atmospheric contaminants, and the inherent saturation of the object.
In many instances, the target and its background may be essentially mono-
chromatic at the range at which an observer initially detects the target.

In addition, of course, most tactical targets are deliberately
colored to match their probable surroundings as closely as possible,
which further decreases the Importance of color as an operationally signi-
ficant variable. Furthermore, the dominant wavelengths of most natural
objects appearing on the earth's surface lie within a fairly narrow range,
which means that the range of color contrasts likely to be encountered in
most missions is limited.

4.2.15 Aspect Ratio

Aspect ratio is usually defined as the ratio of the horizontal
length to the vertical height of a display. In commercial television sys-
tems, the aspect ratio is 4:3. The effects of this vari.9ble have been
studLed in one experiment (Humes and Bauerachmidt, 1968), where it was
found that orienting the vertical raster diuplay so that its height was
greater than its width resulted in a slight performance advantage. Aspect
ratios of 1:1, 1:2, 3:4 were studied, where the total ground area covered
was identical for the three ratios. The camera pointing angle was fixed,
and was set to point either at an oblique angle or almost directly down-
ward. The probability of recognizing a displayed target was found to be
greater when display height was greater than its width; this effect was
or.'nter in th n..air .,4...4... narde Thi ra ti not surpirl.AIbii 41,11e

the target was in the field of view for a longer time, the observer's
chances of recognizing it nhould be improved.

Although aspect ratio had some effect in the above experiment, it
is not likely to be a particularly important variable. If the sensor is
pointing down or straight ahead, it is true that a target will be displayed
longer if height is the longer dimension. (Just the opposite is true for
a side-looking sensor). However, it should be remembered chat the cotal
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nutmber of t rets displayed will b reduced, since some targets will now
fall outsi ,e sensor's field of view. Whether or not these two effects
would ex, .)unteract each other is not knowr.; the answer would probably
be diffe.,., ,t-pending on the target density, the aircraft V/1I, and other
variables. 1he appropriate experiment has never been done, and is probably
not worth doing,

If a sensor/display system is being used as part of a guidance
system for weapon delivery, where the target is first acquired by direct
visual. means and the sensor is then pointed at it, there may be a slight
advantage to having the width greater than the height. This is because
when the operator is trying to bring the torget into the field of view,
there is probably more positional uncertainty with respect to azimuth
than elevation, since there are fewer possible elevation angles at which
the target could be located. The revimwer knows of no data to back up
this reasoning, however.

4.2.16 Raster Orientation

A few sources have suggested that target acquisition performance
with line-scanned images might be ennanced if the raster scan lines ware
oriented in a vertical direction, contrary to common practice. The reason-
Ing behind this suggestion is as follows, Most targets as seen from the
air are elongated in appearance, so that their width is much greater than
their height. One reason for this fact is that all objects seen at an ob-
lique angle tend to be foreshortetted -- for example, a circular lake seen
at an angle assumes an oval shape. In addition, during an attack phase an
aircraft would normally be flying toward the widest dimension of the target,
in order to hav a better chance of scoring a hit. It is also true that
display resolution is very often superior (or at least continuous) in a
direction parallel to the raster scan lines. It therefore makes logical
sense to orient the display so that maxium resolution is in the direc-
tion where it is most needed -- namely, where the target spatial frequency
is higher.

One factcr which argues against this logic, however, is that vibra-
tion in airborne systems often limits the effective resolution in both
directions, and tends to make horizontal and vertical resolution more near-
ly equal than they would be when measured statistically.

A study by Rusis (1966a) investigated the effects of raster orienta-
tion in a target recognition task, and found that vertical scan line orienta-
tion was superior to horizontal orientation. In this study, the simulated
altitude was 1000 ft. (304.8n), so that considerable target foreshortening would
ozcur. Furthermore, resolution in the direction of the scan lines was rL.-
ported to be nearly tw -- that across the scan lines. Thus the reault
In accordance with the reasoning presented above.

In a more recent study,.Bruns ot al. (1)72) investigated this
riable with a TV system in which reso:tion was approximtely equal in

.!.U two dimensiona. The task irvolvod detecting and identifying buildings



during simulated air-to-ground attacks. Small performance differences were
again found, in favor of the vertical scan line orientation. The only
statistically significant difference was for detection slant ranges (11%
greater slant range for vertical orientation); identification ranges and
probabilitias were not significantly different. The difference is probably

due to target motion, which was predominantly in a vertical direction.
Motion should have less of a degrading effect when the target is continuous-
ly sampled (along the ranter line) than when discretely sampled (across
raster linen.) This result should be confirmed and studied for a v riety
of mission pioffles.

In vlr # the still amount of data on this subject, design rec-
ommendati I be made with caution. In systems where the differ-
ence betwt, .zontal at.A unrtical resolution is substantial, serious
consideration anould be given to orienting the display so that maximum res-
olution is in the vertical direction. On the other hand, if the resolu-
tion difference is small (keeping in mind that it will be further reduced

by vibration), it seems unlikely that very large performance differences
will result from changes in raster line orientation. Consideration should
also be given to the type of task required of the observer. In the case
of detection performance, it is probably true that most targets when detect-

ed are foreshortened in the vertical direction. However, in the case of
target identification, it is not at all clear that the target detail nec-
eEas-r for identification has a much higher spatial frequency in the ver-
tical direction.

4.2.17 Spot Wobble

In Section 4.2.3 the problems associated with raster line visi-

bility were discussed. It was noted that whenever an observer sits close
enough to a CRT so that the raster structure is clearly visible, he may
not be able to perceive all the information presented to him because of
the masking effect of the high-frequency horizontal lines. It is there-
fore desirable, especially in high resolution systems, to suppress the
raster structure without degrading system resolution. The technique of
spot wobble was developed for this purpose.

The basic objective is to f, the blank spaces between each
raster lino. This could ba done 1 n g the scanning spot, but hori-
zontal resolution would drop as a An elongated spot is needed,
whose hinght equals the raster line s _qing, bt whoae vidth is relatively
narrow. An irregular Gpot such as thia is dlfticuit to produce by elec-
tron optics, but the same effect can be achiuved by making the spot oscil-
late rapidly in the vertical direction as it scans horizontally. 'hn tech-
nical details and variations of the spot wobble technique will rovered
here. Biberman (1973) presents a discussion, of some of the te
aspects of the problem.

/"hough the spot wobble procedure has been kno rn for some time,

very few cotrolled experiments have been done to asses. i effective-
ness. One study by Thompson (1957) was mentioned in ,- iion 4.2.3.
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However, Thompson was concerned only with observers' preferences, not vis-
ual pertormance. lie determined that spot wobble did indeed make the raster
lines less visible, and that when subjects viewed static pictures they tend-
ed to choose viewing distances at which the lines just blended together.

RCA (1962) published an investigation of spot wobble in a terrain
localization experiment. Subjects viewed static photographs which were
prepated by taking aerial terrain photographs and processing them through
a television simulator (escentially a closed-circuit TV system). Line
coverages from 125 to 500 scan lines per frame were studied, with and with-
out spot wobble. Subjects viewed TV images of terrain sectors, then tried
to locate each sector in a photographic image of a larger scene. Under
the conditions of this experiment, no improvement was found with spot wobble.
A more operationally realistic experiment has very recently been done to in-
vestigate spot wobble amplitude effects on dynamic air-to-ground target
acquisition. In this study (Deamon, 1974) a visually "soft", flat-field
raster produced longer target acquisition ranges than did smaller amplitude
or no spot wobble. The probabilities of target acquisition were not affect-
ed by the spot wobble amplitude.

The use of spot wobble cannot be strongly recommended on the basis
of so little data. Clearly, much work remains to be done or this important
topic. Nevertheless the technique is potentially useful and should be given
consideration in any application where raster lines are visible at a typical
viewing distance.

4.2.18 Image Enhancement

When an image is beitig created, a great many factors can operate
together to degrade the quality of the finished product. Typically the
contrast is reduced in comparison with the original scene, avd the transi-
tions (edge gradients) between areas of different luminance are gradual
rather than abrupt:. A number of video processing methods have been devised
in order to enhance the contrast between a target and its background, and
to sharpen a target's borders. The details of these techniques (which in-
clude gamma correction, contrant stretch, edge sharpening, differentia-
tion, and optical filtering) will not be covered here. Brief descriptions
of several available techniques may be found in reports by lliillan (1967)
and Levi (1969). Brainard and Ornstein (1965) and Brainard and Caum (1965)
describe several techniques for edge sharpening, which is the procedure
given moot attention in tho target acquisition litorature. The follow-
ing paragraphs present results from a few target acquisition studies of
image enhancement, involving dynamic and atatic imagery.

A study by Blackwell at al. (1961) has already been reviewed in
Section 4.2.6, where it was shown that target detection performance im-
proved as gala was increased from 1 to 4. That study also investigated
an optical spatial filtering technique, in which information at certain
spatial frequencies was selectively eliminated. Limited succoss was
achieved whnn the optical filters were used with aerial photographs; at
best, some filters improved performance at low levels of detectien
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probability, but degraded perforruance at high detection probnbility levels.
The authors concluded that optical filtering procedurets are potentially

useful, but that studies of a more analytic nature oshould be performed.
Since then, optical fillerig has not been studied within the context of
human target acquisition, although it has been used extensively in auto-
watic pattern recognition.

Some early work on the value of edge sharpening (subtracting
from a video signal its second derivative) was performed by Brainard and
Caum (1965). This technique is analogous to the edge-enhancing ability of
the human visual system which gives rise to Mach bands (see Section 2.3.4).
The authors investigated a variety of aerial photographs of tactical targets,
and found that enhancement produced substantial improvements in several per-
formance meosures, Further, as the task difficulty increased, from simple
detection to identification, the relative magnitude of the improvement in-
creased. This is understandable, in that edge enhancement improves patterns
with high spatial frequeicy content (e.g., small details in the image),
which is important for target identification.

Results of i otudy by Rusis (1966) also indicate that image en-

hancement by an edge sharpening technique can be beneficial, but that
the amount of improvement depends on other factors. Proportion of correct
recognitions increased and incorrect recognitions decreased, when image
enhancement was present. In general, the beneficial effect of enhance-
ment was greater at short slant ranges, and for heavily masked target9 in
comparison with moderately or lightly masked targets.

Another investigation of edge sharpening was conducted by Humnes
and Bauerschmidt (1968). Subjects searched for tactical targets while
watching a dynamic scene. This study showed that the amount of enhence-
ment may determine whether performance is improved or aegraded in a particu-
lar situation, and that signal-to-noise ratio must be taken into account.
It was found "that a medium (1:1) level of enhancement produced facter
recognition speeds than zero enhancement, or a high (3.5:1) enhancement
condition. The same trend, although not statistically s$gnificant, was
found for other performance measures. Furthermore, when SIN ratio wag
high, a high degree of image enhancement was beneficial; but at relatively
low S/N levels, performanie worsened as image enhancement increased. This
happened because the type of enhancement employed (sacond derivative sub-

~'~ 4 ..tend. t hanct noise a 1ca t as well as the signalz The
authors concluded that if this technique is use&, the oparatr should be
given the capability to control the degree of enhancement.

In sum-eary, image enhancement techniques are considcred to hold
promise, although the degree of improvement is situaticn-aepcndent. The
amount of relevant target acquisition data is still small, however. in
deciding whether to uve image enhancement, or which technique to use, the
designer must determine as precisely as possible the target and environ-
mental conditions for which the system will be used. Of course, it is not
always possible to do this with any degree of certainty. A6 Blackwell



et al. (1961) pcint our, a system designed to provide a specific type and
degree of enhancemenL will be limited in its u "ulness, but that a system
with great flexibility requires cousiderable troining In its use and places

greater demands on the operator.

"4.3 SuzaarZ Measures of Image quality

~For a number jf years there has been a recognized need for an over-

all measure of image quality that can provide a maans of predicting observer
TI performance with realisti~c targets viewed on a display. In recent years

several workers have made significant advances in simplifying the specifLea-
I tion of image quality by combining several parameters that affect observer
~performance into a sunnaary measure. In thic section two ouch attemptis which
I" appear highly promising will be reviewed. It will be seen the,. although

they were developed in different fashionta, and may )e used in different
ways, they are actually quite similp-.

The basic approach of these techttlquea will be described, and cbs
results of some perceptual experiments to validate them will be presented,
In addition, their advantages and limitations will be discussed in terms
of their ability to predict target acquisition perfoimance with varioue
types of imagery.

4.3.1 Display Signal-to-Noise Ratio (SNRDI)

The concept of the display nignal-to-noine ratio (.114" iea
promising, recent attempt to 1rovide a suary measure nf imag qus'.Iv
that can bo used to predict the visibility of a specific target whicb is
imaged ~ a display. Much of the work of developing and validating SNRD

has been done at Westinghouse by Rosell and Willeon; their work in bascl
on earlier research by Colt an and Anderson, Sciade, Roase, and others. A
recent description of the research on SiM,,, ia an article (Aoseil are

Willson, 1973) which appears as a chapter in "Perception of 1)3cplayed In-
formation," edited by L. H. Riberman.

The basic approach is to consider a set or interrelated factort
that have an effect on observer performance, and to combine these factors in
an equation that can be used by syste. detirinere to colculats whether
particular targets can be detected, recogi~ed, or identified. The ap-
proach is also valuablo as an analytic cool for compariu, perfornAnce be-
tween different sensors with respect to ehar. .r:tca l..at really effect
objc-ver perforence -- thus reducing the need for expensive labo atory
evaluations. This report will not discuss the det 4ils of the egqaong,
or the way they were derived, There are many versiono of the sAme basic
•'equation, which art appropriate in particular situatioas. For the eadzr
interested in these details, the beat source ig prcbably Roesell atid Uilloon
(1973) (also see, Rosell and Willaon, 1971). Ln essence, the equation
starts with the vid o signal-to-noise ratio ( N 'I. Thig quIAtity can bO
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tt'asurej electconically, prior to being inputted to the dinplay, as the
peak-to-peak target uIgnal divided by the rms noise level. The SURV i,

then modified to include bandwidth, visual temporal integration time, the
•ize of the target as it in iaged on the photosurface, and the size of the

otosurface itself. The reoulting formulation may be written as

- [2tf v(a/A)]) . SNR, (4.7)

where 514%, image signal-to-noise ratio on a hypothetically perfect
display

t - visual integration time (assumed to be 0,1 second)

UV "video bandwidth in hertz

a target image area at photosurface

A - total area of photosurface

S1NR V , video signal-to-noise ratio.

This equation shows that by increasing the uize of the target as it ic
imaged on the photosurface, it is possible to decrease the video SNR and
I!ll naintain the same SN1Y,1. If it could be shown how the level of SNRD

'equlred for perception is affected by the size of the target, then this
mencuro would be useful to designers as a means of specifying the trade-
offa necescary for achieving a given level of performance. It will be ieen
Lhat threnhold SPNI is very nearly a constant over a considerable range of

target sizes.

It should be emphasized that the SNRDI approach is uacd to calcu-

late image quality for a target of a *pecified size; it is not an overall.
measure like the ,TflFA (to be diecussed in the following section), which
lescribeG imsgo quality over a renge of spatial frequencies. The SN I

4*o calculated for the particular frequency of interest, which i onea of its
virtues for practical applications. Thus it may be used, for example, as
a meana of calculating zhe cam,.ra field of view necessary to make the image
of a tank large enough to be detected at a particular dittance.

Rosell and Wil.aon (1973) report, on a large number of paychophysi-
cal enperiments inveatigating perceptual ability as a function of the cal-
culated SHRDI. Iti LUGa firat p aa of t!,ic reeeerch they atudied threshold

detectability of aperiodic targets, such as single rectangles and sqwres,
They found that for these targets SNRi vas a reliable prudictor oZ per-

formance; a h the 0.ze of the targets wan changed considerably ta SN) I

required for .50 probability of detection stayed very nearly the same.
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lhus;, aq the tarjet area Increased, vubjecto could tolerate a greater aimount
of o.tie and still maintain the same level of performance. Once the width
of the rectangle (or square vubtended more than about 0.5' at the obnerver's
eye, a greater SNRDI wea necessary; below that level, however, it remained

nearly constant at a value of ap,.-oximitely 2.8.

Detection performance was also studied with a series of periodic
(bar pattern) targets. With these targets it was found that the SNR N

needed to discern the patterns on 50 percent of the trials decreased slow-
ly as the spatial frequency of the bars increased. This result is illu6-

trated graphically In Figure 4-17. It should be notcd that the calculation
of SNILD1 was based on the total area of a single bar in the pattern.

t*4

too

0 

. . .. .. ..

o 1CO 200 300 4M G

.gAr PATrTERN tATiAL Ir QGUEICY (LINES/PICT, IIT.I

Figure 4-17. Threshold SNRDl versus
bar pattern Spatial Frequency for

Three Bar Hleight-to-Width ratios of
(VJ) 5:1, (.-) 10:3 , Lnd (0) 20:1
(from Reosell and Willson, 1973).

Resell and Willson next conducted a series ofrecognitionan

. idatitification otudies, in which static images of military vehicles were
- view~d against either a uniform background or a torrain background. 'file
_, approach here was to determine the SNRDI level needed for a given level of

performance when viewing the actual targets, and to relate this to the
SN%,I needed to detect bar patterns whoue frequency was determined from

Johnson's criterion (see Section 4.2.1, especially Table 4-1). For example,
" Johnson found that, on tihe average# a target could be recognized wthen :Ita
- minimum dimension was eight times the vildth of a bar in a just ditcrimi-

nable bar pattern. Therefore, in calculating tihe SNP DI of the vehicular

targets, the area (a) was taken as the area of a rectangle whose length was
the sae as the vehicle, and whose width was 1/8 that of thoe vehicle. The
areA (a) for the equivalent bar pattern had Lhe aame numerical value, as
it was also based on the width of a single bar.
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The reoult of these experiments was that, when SNRDI values were

calculated In the manner described above, the SNRDI required to recognize

or identify a real-world target was very nearly the same as that required
to discern the equivalent bar pattern. This, in essence, confirms Johnson's
finding that there Is a consistent relationship between the two kinds of
targets. As Roell and Willson point out, the reason for basing the SNo-1

calculations on the Johnson criteria is so that the image detail can be ex-
< pressed in terms of a spatial frequency; thus, I ,e amount of drop in the

signal amplitude at high spatial frequencies ( e to the aperture response
of the sensor) can be calculated and used in th . determination of SNV.

The results of the above series of experiments are presented in
Table 4.IV. This table presents the best estimare cut- zily available for
the SNR DI required for various levels of discriminecion. rho third column

presents the bar pattern density which was used to calculate SNRDI; the re-

maining four columns present required SNR,1 for targets of different sizes,

expressed as the spatial frequency of the equivalent bar pattern. The
threshold values given are for 0.50 probability of correct performance; to
convert to another probability level, Figure 4-18 may be used. It should be

.noted that as either the discrimination level or the background complexity
increases, the variability in SNRDI also increases, hence accuracy of per-

formance prediction decreases.

TABLE 4-IV

Bst Estivate of Threshold SNRDI for Detection,

Recognition, and Identification of lages
(from Roncll and Willson, 1973)

Discrimiation Back- XKd et Treshold SNPI , for a
ground TV Lines Single Bar of Spatial

per Frequency
Hini .um (in linea/picture hoiht)
Dimnalon - Equalj to

100 3000 500 700

Detection Uniform' 1 2.8" 2.8 2,0 2.8

Detection Cluttor 2 4.8 2.9 2.5 2.5

Recognition Uniform a .8 2:9 2.5 2.5

Recognitieon Clutter 8 6.4 3.9 3.4 3.4

Idontification Uniform 13 5.8 3.6 3.0 3.0

Trsated as an &periodic object.
(Johneon's criterion)

L-5



1 0 [ 3- -.. .. .

08---

06 --

4

02

00 -

0 .26 .6 075 1~ 1. Us is 1.5 70

NORMAI IZED SMOk

Figure 4-10. Probability versus Normalized SNR
For any probability value, obtain SNRDI from

Table 4-IV for 50% probability. Find value of k
for desired probability and multiply value of

SNRDI by k to obtain new value of SNRDI required
(from Posell and Willson, 1973).

Note that the above technique for determining whether the re-
quired level of performance will be achieved in a given situation has cer-
tain advantages over the application of Johnson's criteria (as dercribed
in Section 4.2.1), even though it is partly baved on those criteria. To
begin with, it is more objective, for it does not require actually deter-
mining the limitig resolution of the system, an must be done in order for
Johnbon'a criteria to be applied. (The procedure for detcrmining the limit-
ing resolution is inherently unreliable, since it is based on subjective
observations, a small number of observers, and nonutandardized test proto-
cols.) Instead, SN% 1 can be. directly derived from physical parameters of

the system, the target, and the environment. A second advantage Le that
this predictive measure incorporates video SHR, which is kanova to af fect
performance (see Section 4.2.7). Johnson, on the other hand, morely speci-
fied that SNR must be "sufficient" in order for his approach to be valid,
a requirement that is sometimes overlooked by those applying hia criteria.
Third, Johnaon also specified that the contrast of tha resolution test
pattern ba the same as that of the target; as discussed in Section 4.2.1,
this requirement is aloo sometimes forgotten. In the case of SNP~1 how-

ever, thin does not present a problem since target contraat enters into the
formulation of SI4RV.

It should be clear from the brief troatment given to SN%J in
this section that it is potentially a very useful approa.h, to epecifyiag
and prcdicting image quality. For instance, if a deuigner in able to zake
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some auuumptions about target size, target and background reflectances,
level of scene irradiance, and atmospheric transuis eion factors, he could
calculate whether a particular ci.ijor field of view would be adequate for
identifying the target at a particular range, when those system parameters
that would determine SNRV are known. This approach coull also be uued to

compare the performance of different sensoru in specific situations. An
example of this application is provided by Rosell (in Biberman and Nudelman,
1971, Vol. 2), who calculates SNR DI for five different types of sensors.

It should also be noted that although SNRDI in generally discussed in the

context of television systems, it may be modified for use with infrared
systems. For the details of this modification, see Sendall and Rosell
(1972).

Finally, it is appropriate to point out that the concept of SNRDI

is still relatively new, and that a great deal of further work is required
to refine it and to extend its usefulness. For eyample, Rosell and Willson

note that there are differences in the way signal amplitude was measurcd
for the vehicular targets and the bar patterns. Techniques may eventually
become available which minimize these differences and increase the correla-
tion between threshold SNRD, values for the two kinds of targets. In addi-

tion, of course, much can be done to investigate a wider range of targets,
oeen against a greater variety of backgrounds, with more realistic teaks

required of the observer, etc. Some of this effort involves extending
Johnson's criteria, since calculation of SNRDI depends an knowledge of the

equivalent bar pattern.

4.3.2 Modulation Transfer Ftnction Area (ITFA)

The modulation trangfer function area (1TFA) is another sum~ary
me.asure of image quality that has rdcontly been shown to be a good predictor
of observer performance with line-scanned imagery. Unlike ShM.i, this con-

cept was originally developed for use in the photographic industry (see
Charman and Olin, 1965; Borough, Falls, Warnock, and Britt, 1967), and was
later extended for use with electro-optical systems. Although the differ-
ancas between ITrA and SNR D are nimeroug, it will be seen that ultimately

they ara closely related.

Thea FA ia a vay of euprossing image quality in ralatism to the
visual requirements of the observer, Although the modulation trzaof4 Znc-
tipa (IMIF -- see Chapter 2) is a valuable technique for describing the
ability of a system to transmit an image, it says nothing *bout the quality
of that image as it relatae to ihat is nimoad by the observer in ordor to
axtract information. For e xamplj two TV oytem with Ident al H12e
yet with differont aammas or different amounts of noiae, may not be idanti-
cal with respect to observer performance. The 1I'A attempto to account for
thesa difftrances by incorporating a measure of the observor's thrcshold
senaitivity for patterns produced by the system boin evalua4ted.
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liure 4-19 shows that the MTFA Is the area in between the nystem
HTF and the detection threnhold curve of an observer viewing patterns
*imiged by that system (or under predicted conditions typical of that system).
The system KrF may be determined readily, according to established nroceduren.
'rte threshold curve, however, is often difficult to determine other than by
testing a number ot subjects under the conditions being evaluated; this is
one reason why the ?frFA is not yet widely employed as an evaluative tool.
In the case of photographic research this problem is. not too severe, for
some generalized threshold curves are available, which may be adjusted
according to known parameters. For example, the system gamna affects the
shape of the curve at low spatial frequencies; object contrast modulation
affects the vertical positioning of the curve; and film granularity affects
its horizontal positioning (see Snyder, 1973, for a brief discussion of
these adjustments).

1.0
SYSTEM HTF CURVE

LIMITINlG PESOtUTION

THRESHOLD CURVE

0SPATM4 FRE UEHtCY

Fiquro 4-19. Modulation Transfer Function

Area (MTFA) (From Snyder, 1972).

With respect to line-scanned imagery, however, no simple procedure
is now available for estimating these cirvs; tnstead, they'currently must

be derived empirically. There is a need for an extensive set of such
curves, covering a wide variety of imaging system characteristics, which
may be utilized by those wishing to make IMFA calculations. Workers in
Snyder's laboratory at VP1 have made considerable progress in this direc-
tion, and this research in briefly summarized below.

The most extensive study to determine line-scan contrast thrasholda
hae been Ljudt of iXueueci (1972) . 'e detarzinad -yocmrt=~v reep:=See
and threshold functions for a TV system operated at three combinations of
bandwidth and line density: 32 Mz with 1225 lines per frame; 16 I41z with
945 lines; and 8 111z with 525 linea. For each of the above combinations,
detection thresholds were found for a variety of noise psesbands, target
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modulations, and target spatial frequencies. It is important to note that
these experiments were conducted, not with mine wave patterns, but with
square wave (USAF tribar) targets. Thin was done largely because of "he
difficulty of producing accurate reproductions of sine wave intensity
variationa. (Any KrFA calculated on the basis of square-wave data will be
designated rAS.

Figure 4-20 presentes ome representative data from Keesee'a study.
Obtained with the 32 Miz/1225 line system. and a noiae paesband of 0-20
W0iz, these data illustv'ate thle relationships found throughout this experi-
ment. As expected, the amount of noise that taust be added to the signal
in order to obscure the tribar pattern will increase as the target nodula.-
tion increases, and as the target spatial frequency decreases. Although
some of the curves show a leveling-off at higher modulations, Keesee showed
that linear regression equations fit the data well, with mutiple correla-
tion codtzikients of 0.90 or higher.

4r 32 ft
80 - F N 0.0-20.0 Sz

TV LINES PER INCH. CUT

*60.

40

34.

SQ10RE WAVE IX)0LAT10;3, C RY
Figjr 4-20. Detectability Thlreshold Means

,ue(adopted from Keesee, 1972).

This study represents an important first stop in developing a data
base for the calculation of 1TFA under a variety of conditions. But as the
author pointo out, thle data ae still of li~mited unaruina4a, due primarily
to difficulties In contralling 4fid sZeazurirg beaz 3.,iA ti--a-l ae
stability. Thuz at tthe present tie the. infeormation is not availaeble for
determining the HTFA of a particulat system, without actual * j performins
the 110ceasty poychophys tcal enamnts uving that system.
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In spite of the dIIficulties in calculating the MTFA, recent
experimental work has shown that it correlates well with measures of ob-
server performance. Thus, it appears to be a valid indicator of overall
image quality. Experimenti; to establish this relationship have been per-
formed both with photographs and with television images. The photographic
work, sumnirized by Snyder (1973a), has shown that the HTFA correlates highly
(i.e., above 0.90) with (a) subjective estimates, made by trained image
interpreters, of the quality of reconnaissance photographs; and (b) the
ability of observers to extract information from these photographs (Borough
et al., 1967; Klingberg, Elworth, and Filleau, 19'(;.

In the case of line-scanned imagery, evaluation of the validity of
the MFA has involved correlation of the MTFAs with obberver performance,
both with dynamic aerial reconnaissance films Snd with static photographs
of human faces (Snyder, 1972). In the first study, subjects were asked to
search for pre-briefed targets while watching films on a closed-circuit TV
system with one of five levels of noise addea to the picture. The results,
when averaged ovor all subjects and targets, showed that the MTFAsQ, calcu-

lated at different noise levels, was correlated highly with the probability
of target recognition (0.965); the correlation with recognition slant range
was substantially lower (0.76). In the facial recognition experiment, sub-
jects tried to identify the face displayed, by comparing it with faces in
a set of 35 pictures. A variety of line nunbers, bandwidths, and noise
levels were studied. Again, the averaged performance scores showed good
correlation with HTFAsQ# in ,.erms of both accuracy and speed of response.

These experiments have demonstrated that the 4TFA concept, modi-
fied for application to video vstems (HTFAso), is a reliable and valid
overall predictor of how iell subjects can trac. information from a
variety of image shapes, aizes, contrasts, etc. The problem, however, of
predicting perforwtance with any one particular target is much more diffi-
cult. To date, attempts to distinguiah among targets by calculaLing MTFA's
for particuLar targets and correlating these with performance have not been
very successful, There is no ready solution to this problem, for it is
basic to any technique that relies simply on som measure of average modula-
tion, and ignores the many small internal details of the target, on which
the subject often bases his discriminations (these problems are, of course,
equally inherent in the SHRD1 concept.)

Finally, it i interesting to note the similarity between MTFA and
another image quality measure, SNRD, (ef. Section 4.3.1). Although they

seem better suited for different purposes, Snyder at al. (1973) have noted
that the two measures can be shown to be closely related, and hence probably
are equ4l~y valid masures of overall image quality. Their analysis, ba.ed
on earlier work presented by Biberman et al. (1971), is illustrated by the
curves presented in Figure 4-21. The shaded areas in the two curves are equiv-
alent, showing that the difference between a system'O SNRDI and the observer's

threshold SNRDl requirement, integrated across all usable spatial frequan-

cies, is similar to that system's HTFA. The above is strictly true only if
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the MrFA Is b.ised on nine-wave (not square-wave, patterns, It gamma is
equal to 1.0, and if optimum viewing conditions, viewing times, and din-
play magnifications are assumed. This result does not suggest that the two
measures way be used interchangeably, but merely that they can be viewed
within a common framework. For the present, at least, it appears that both
measures have their strong features that make them better suited to answer
different types of questions. The 1TFA can be used to answer such a ques-
tion as: "Which system, on the average, will result in the best operator
performance with a variety of targets, seen at various distances?" Since
the MTFA is a composite score for a wide range of frequencies, it can deal
with questions where target spatial frequencies are unknown or unspecified.
Such questions are important in the early stages of development of systems
that are designed for general applicability in many different scenarios,
or for an overall estimate of system utility for situations in which the
user's applications are ill defined.

T- /

TFiA DETECTABILITY sD
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Figure 4-21. Comparison of SNRp and MTFA
(from Snyder et al., 1973) .

The oo n the other hand, appears better suited to answer a

question of this type: "Will this system permit a tank to be recognized
at 3 kilometersi?" If Johnson's criterion is known, the SmLDI, can be cal-

culated on the basiR Of the target'sa equivalent bar pattern, and the result
compAred with the empirically-determuined threslaold requiremento for that
type of task (cf. Table 4-IV). The abftity t& naser this type of ques-
tion ia, of course, also valuable to sas:em designers in many instances.
The selection of which measure is used depends upon the design or evalua-
tion objective of the user. Thus at the present ttma both these nsures
hava considerable utility, and both should be developed further in order
that their applicability and precision may be increased,

4.4 Summary and Conclusions

This report has pregented research results concerning the effects
of many imaging system parameters on target acquisition performance. Some
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.of thesie paraieters were shown to be of great importance, while others were
lound to have slight or uncertain effects on the observer's proficiency.
Often the resultsi from different experiments did not totally agree; in mostf cases several variables were found to interact in a complex fashion, so
that simple conclusions seldom emerged. Throughout this report the attempt
has been made to show where the data were most needed, and where additional
research effort should be directed. Of course, it is axiomatic that every
area needs more study; reports are never ended without the statement that
lurther research is necessary. Nevertheless, it is possible to assign
priorities. The following list presents a fe'i areas where further human
factors research may result in substantial improvement in target acquisition
capabilities, or where additional data may be of benefit to the greatest
number of designers or researchers.

- Au indicated in Section 4.2.1, the approach taken by Johnson
(1958) should be extended to more situations. The equivalent bar pattern
for detection, recognition, and identification should be determined as a
function of such variables as target background type, viewing perspective,
target m otion, search requirements, and viewing time limitations. Such a
program of research would be valuable not only because it would permit the
application of Johnson's criteria in more representative situations, but
also because it would extend the usefulness of the SNR, I concept, which

presently bases many of its calculations on Johnson's criteria.

- Effort should be continued on the development and refinement of
summary measures of image quality, such as those discussed in Section 4.3,
in order to increase their reliability and validity as predictive tools.

- The usefulness of the spot wobble technique should be explored
further in a target acquisition program. As discussed in Sections 4.2.3

,. and 4.2.17, the use of some technique such as this to decrease the visi-
bility of the raster structure on a display may permit the observer to gain
additional information that was previously being masked.

- The related topics of frame rate (Section 4.2.8) and image frame
• /integration time (Section 4.2.10) should be given further study. Realistic

experiments should be done to determine those operational conditions under
which frame rate can be safely reduced without substantially d6grading per-
formance. At the same time, the consequences of reducing image frame '_e-
gration time should be studied, as a way of decreasing image smear wnen the
frame rate is too slow.

Other reviewers have thcir own ideas as to where the research
efforts should be focused. Hairfield (1970) has sumnarized a large num-

ob cass~r .... --- --d ;. -as ^a u, ad ham assigned research
priorities to the parameters he covered. The following quotations repre-
sent his thoughte concerning the five imaging system parametera to which
he assigned the highest priority.

"Signal to Noise Ratio. The e:xerimental literature suggests
,U that acquisition performance is significantly degraded When the signal
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to noine ratio drops below a value which lies somewhere between 16 and
25 db. Additional research i required to determine signal to noiser ratio requirements.

"Horizontal Resolution. The experimental literature does not
indicate the point at which recognition performance reaches asymptote as
horiz.ontal resolution is increased. Horizontal resolution should be
studied in interaction with vertictil resolution.

"Number of tV Scan Lines Subtending the Target. The scan line
requirements for target acquisition which are assumed in a number of mathe-
matical models are based on meager data from early research a.-d need addi-
tional study. This scan line measure of vertical resolution should be
studied in interaction with the variable of horizontal resolution. Also,
data are needed concerning the interaction between the requirements for
resolution and those for target angular subtense, signal to noile ratio,
and search time.

"Display Size. Display size requirements are often based on
'rule of thumb' figures taken from early studies which related resolu-
tion, viewing distances, and display height requirements for TV entertain-
ment viewing. Display size should be studied in interaction with these
same variables with emphasis on viewing requirements for target acquisi-
tion.

"Field of View. The experimental literature indicates that a dis-
play which provides a horizontal field of view which is variable from about
3 to 50 degrees will provide adequate scene coverage for both target
acquisition and flight control functioning. However, very lictle is known
about the optimum values within this range for specific tasks such as aerial
refueling, terrain avoidance, and landing. Additional data are also needed
pertaining to the usefulness of the dual field of view concept in which the
area surrounding the crosshairu is expanded and presented in one of the
corners of the display."

The preceding list was presented as an illustration of a nome-
what different viewpoint, although 'the present reviewer is not in com-
plete agreewent with this odlection -- particularly with regard to horizon-
tal resolution. It is felt that this parameter can now probably be better
handled in the context of the summary image quality measures discussed in
Section 4.3.

Erickson (1971) has also made a number of recommendations, specifi-
cally with regard to television/research. His listing of both general and
specific suggestions concerning the direction of future target acquisition
reccarch is presented in part below.

1. Only multi-varlable research should be supported. Experi-
ments should include several levels of important factors,
e.g., targets, velocity, and briefing. These levels need
not all be encountered in any one application, but their
inclusion would broaden the applicability of the results.
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2. Research should be conducted to relate engineering character-
istics and so-called uuumary measures of TV systems to Lhe
usefulness of the system.

( Contrary to popular opinion, this relationship is not well
established. Some evidence indicates that once above some
lower boundary, image quality has a small effect upon per-
formance compared with other system parameters.

3. Standardized test material must be specified and produced for
use by all researchers. These tests would be used to des-
cribe the TV system being used in the research. Procedures
must be defined for gathering and presenting these standard-
ized system descriptions.

4. A range of evaluation tests should be devised, which would
consist of measures of system usefulness rather than engineer-
ing characteristic specifications.

5. Until performance is highly predictable from engineering
characteristics (if ever), good quality photographs of
primary imagery and TV display used in experiments should be
included in every research report.

Specific studies which would be done (under Recom aendation 2) are:

1. The definition and measurement of target-background contrast
should be standardized in psychophyoically meaningful terms.

2. An improved method for measuring and specifying contrast rendi-
tion, or shades of gray of TV systems should be developed.

3. A series of studies should be conducted to establish the varia-
tion in operator performance as a function of the veriation-in
interlace and frame rate. Commercial values have been accepted
in many military systems; although expedient, this may not be

4. An analytic and experimental program should be conducted to

develop paychophysically meaningful definitions of noise in TV
systems. Current definitions do not include frequency and
structure of the noise (visual structure) as related to the
scene being viewed.

5. A study should be conducted to analytically describe the
effects of motion on TV, and to verify the predictions ex-
perimentally.

6. The validity in extrapolating static data to the dynamic con-
dition has not been establiahed. The relationship between
operator performance on static imagery and performance on
dynamic imagery should be defined.
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In conclusion, a reminder is perhaps in order, as a way of keeping
the wtiarial covered in this chapter in ito proper perspective. Much of,
the work discuumed here has shown that without question a number of imaging
system parameters strongly influence the observar'a target acquisition per-
formance. Nevertheless, it should not be forgotten that there are other( factors (c(. Chapters 3 and 5) that are even more important in determining
the obaerver's overall level of performance. Some of these factors are of
such overriding significance thit slighc variations in them can easily mask
the effects of many vnriable. -s cusued in thic chapter. The implication
of this fact is that the people who do experiments and who are responsible
for providing designers with human factors data need to be sure that the
data they provide are representative of the type of task for which the oys-
tem is designed. Essentially this amouints to a plea for: (a) high realism
in the experiments performed, by employing terrain tables, high-resolution
motion picture simulation, or live flights when feasible; (b) multi-variable
research in, which the relationships between several critical variables may
be determined; and (c) caution in preparing summary charts and nomograph&
which overly simplify the data, thus presenting r risk of being used inap-
propriately,
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VISUAL SFARCH

5.1 Introduction

Search is necessary when a target cannot be located immediately. If
a target is perceptually prominent it usually will be detected with little
search required. The subject of interest in this chapter is direct visual
search of the target area by the observer; what variables affect the search
and acquisition of targets? While this chapter is largely concerned with
operational-type data it also notes that laboratory data necessary to help
understand the problem. The emphasis is on the operator and his "sensor",
the eyeball, in visual search. Those variables in the target, geometry and
environment areas that affect search performance are noted, Finally, the
secondary variables that may affect the search process and the possible
aids to search are considere4. At this point a quote from Morris is worth
noting: "Other sensor systems might supplement, but will never supplant
the human eye strategically and tactically". (Morris, 1959, page vi).

. There are three general types of target acquisition search situations
(Teichner and Krebs, 1972):

(1) The observer knows approximately where the target is located, but
does not know when it will appear. This is a condition of temporal uncer-
tainty. When the target does appear it is usually of relatively short du-
ration and can be easily missed if the observer ip not seatching at that
location and at that time.

Operationally in this, the line search situation, the observer is
searching for a known target or along a known route for expected targets.
Thus, when searching for a bridge which has a known location it may be neces-
sary to fly in at a low level or by a defiladod route. 1rnen the bridge
"appears" it is unmasked for only a short time. Similarly when engaged in
route reconnaissance the observer will search along a known road or trail
for a vehicle on that route. In both cases the available time to acquire
is short. If the observer is not "set" to find a certain type object and
is not iooking at the most likely location, the target may be missed.

(2)" The target Is known to be in a certain area, but icN exact position
is unknown. In this situation the target usually remains in position at
least until it is detected. What is unknown is its exact location. Opera-
tionally this is the area search situation. Search for known targets some-
where in an area is typically that of pin-pointing the location of a surface-
to-air missile or gun position in a wooded area.
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(3) The third situatioll if; when the target Is unknown in both location
and time. Operationally thin situation is of ten considered typical of
moat search. operations. Actually, it LB really very rare that nothing is
knowni about the area to be nearched or about the target for which the obser-

(ver is searching. When this does happen, the actual probability of finding'
targets can be egtpected to be very low,

5.2 Search Patterns

Observers all have both natural and learned search patterns in the
process of target acquisition. Search patterns consist of a sequence of
visual fixcations, evenzu~lly stopping at the target. Figure 5-1 diagrams
the general process K* search (Williams, 1973).
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5. 21 Natural Patterns

The natural patterns of search depend upon thn fixations of the eye.
When an observer is engaged in visual search he does not scan smoothly over
-the area, although that is his subjective impression. Instead his eyes jump
rapidly from one position to another. During the jumps (saccades) the re-
tinal image is blurred and there is a reduction in visual sensitivity. We
acutely perceive the visual field only when we fixate. As a result a number
of studies have been directed toward investigating the pauses or fixation
periods between saccades as this process affects target acquisition.

Data from Williams (1966, 1967) show that the path of movement of the
eyes and the stopping point during visual search are largely determined be-
fore the movement begins. le suggests that the centers of subsequent fix-
ations are usually chosen on the basis of what is seen peripherally. When
searching for targets observers tend to look at (fixate) objects which appear
to have the specifications (size, shape, contrast, color) they expect the
target to have.

Laboratory data indicate that the mean fixation time approximates
0.33 second for large (50 to 90 degrees, visual angle) display areas.
(Ford, White and Lichtenstein, 1959; White and Ford, 1960; Enoch, 1959).
For small displays (under 9 degrees, visual angle) the mean duration of
fixations increased sharply to 0.60 second, Enoch (1959) also found that
for a small display area (less than 9" visual angle) a high percentage of
fixations fell outide the search area (almost 50 percent for a 6 display
and 75 percent for a 3* display). Enoch suggests that there are at least
two natural phases to search. First, in an orientation Phase observers
tend to repeat a characteristic random pattern of fixations. In the second
phase, they either use possible cues or expand the basic search pattern if
no cues are present.

Eye-movement patterns in air-to-ground target acquisition when using
a motion picture simulator dynamic displcy have been reported by Snyder
(1973). A high proportion (80.-90 percent) of the fixation points fell In
a small portion (: percent) of the visual scene. These fixations were con-

x centrated near the horizon in the center of the field of view. Tha eye
fixations tended to occur in certain types of terrain (e.g., clearings,
roads) rather than in random or geometric patterns. The subjects who tend-
ed to have shorter eye fixation tima also tended to report longer target
acquisition ranges.

~'ou j aeir fl-, a Moio Picture imulatior low laval (2010 fect or
61 meters altitude) prebriefed target acquisition mission at 360 hnots
(667 KmA/lR)/speed. A wide-angle projection of JTF-2 test films was used.
Eye movements were recorded for the right eye only. Results indicate that
observers with shorter fixation times tended to be superior in target acqui-
sition, although the small samplo does limit this inference, Fixation dur-
ations were about the same as those reported by White and Ford (1960), i.e.,
0.30 to 0.40 second. The search patterne were also related to target and
terr4n characteristics; 75 percent of all fixations wer- on objects the

5-3



obsecrveras reported at being related to the searched-for target. Thst, Snyder
concludes that the characteristics of the target surrounding area are at
least as Important an the target in directing eye mo vements. Figure 5-2
shown a typical plot hy Snyder of eye fixations in frequency and durtition,
as compared with thaL of White and Ford.
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Figure 5-2. Frequency Distribution of Eye

Fixation Times

In-flight studies of eye movement during actual field testa of target
acquisiLion have not yet been reported.

The questions of interest are yet unanswered; )Iow much perforiance
improvement could be obtained by training observers in more efficient eye
movement patter.? Can natural rates of eye fixation be used to help se-
lect superior target acquisition observers?
5.2.2 Learned Patterns

While the datn on natural and learned eye movement search patterns
are inconcluaivo come experimental data on learoed search techniques for
tar,'At aCquisltion are available.

Training in scanning patterns of search probably is effective. Thomas a

and Caro (1962) evaluated search patterns to be used by Army observers en-
gaged in low eltitude, slos speeo target acquisition. They report chat
performance was directly related to the type of search pattern the obser-
vers were instructed to use. [lead movement directing the line of sight from

-
-: £ %. _ -- I
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the horizon abeam the aircraft inward toward the aircraft and back outward
at a fixed rate (side movement method) produced significantly better ident-
ification of targets than, in descending order, the forward movement method,
the forward fixed method or the side fixed method. In the forward movement

( hod, the observer "looked forward at a 456 angle to the line of flight
Atially and then swept his gaze back toward the rear of the aircraft",

In the forward fixed method the observer looked at the same 45' angle to
the line of flight but did not move his head. In the side fixed method, the
line of sight was fixed 90' to the line of flight and downward.

The observers in the Thomas and Caro studies were not monitored for
head movements during flight; rather, it was assumed that they had in fact,
followed their training instructions during the test flights. The consist-

ency of the data indicates that the four groups of observers were using
different patt.irns of search.

Gilmour, as quoted by Snyder (1973), has noted that for nearly all
air-to-ground search conditions the observer wastes more than 40 percent of
his time in useless search activity during the period after the target has
become available but before it is reported as acquired.

Search pattern training should help reduce this wasted tir~a; however,

other applications to target acquisition have not been reported (see 5.3.3).

.3 Parameters Affecting Search Efficiency

The target and its surrounding context, the aircraft in which the
observer is flying, and the observer himself all interact to affect search

performance. The extent and quantitative relationship of these parameter
interactions are not well established. Most research has concentrated upon
target variables, secondly upon the parameters determined largely by the
aircraft and only a small amount upon the observer.

Emphasis upon the target is natural; it is the object of search. Hany
things about the target can be measured and reported in quantitative re-
lationships that can be used to help predict search performance. The fact
-4hat these predictions are only partially effective (see Section 6.2) may
mean that more than just the target is involved in target acquisition.

In 1965 through 1968, Joint Task Force Two (JTF-2), under authority
of the Joint Chiefs of Staff, began a systematic research program to in-
vestigate all aspects of the low-altitude attack mission. One goal of the
JTF-2 program was to establish a simulation data base Lihac was Val.dat=,U b.
large-scale controlled field teats. The initial research studies did help
reconcile the large volume of analytical and laboratory data obtained under
widely varying end uncorrelated conditions.

In analyzing the results of the real-time target acquisition studies, I
the majqr source of variance (62 percent) in visual target acquisition pei-
formance was found to be directly attributable to differences between the
targets and their associated backgrounds (Wyman, et al, 1968). This var-
iance was, for the most part, unexplained however. The remaining variance
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affecting target acquisition performance included aircraft-related and
observer performance variability as well as atmospheric effects (Chapter 3).

5.3.1 Taraet Variablesx
What things related to the target affect search performance and how

are they measured? In some respects the answers to the question depend upon
who is asking, and for what purpose.

5.3.1.1 Search Time

The typical engineering question is, "How long does it take an observer
to search for and find a target?" Two things are involved:

First, is the question, "How long is the target exposed?" Target ex-
posure time Is the interval between the time at which the target first be.-
comes available for detection and the time at which it leaves the observer's
field of view. This time is a secondary variable largely determined by
aircraft speed (V) and altitude (H), slant range to the target, masking
effects, and field of view of the observer or sensor. These problems are
disctrssed in previous chapters. The solution is essentially 3 mattec of
geometry, the V/H relationships, and some knowledge about the target area.
Second, given that the target is actually visible, how long does it take an
observer to acquire a target? The answer to this question is much more
complex.

Bloomfield (1970) has rtviewed the laboratory data on time to search.
He points out that denaity of non-targets similar in size and shape to the
target (clutter), size of the search area, and number of targets ara all so
related that we cannot separate them in real-world search. Laboratory ex-
periments in visual search can, however, provide parameters which chould at
least bound the problem and establish the limits for system design. Since
the laboratory data on visual search is extensive we will note only those
expcriments which appear pertinent to the real world target ncquisition
problem. Many of the laboratory experiments relating to visual search have
been limited to search for simple objects in relatively unstructured fields.
(For a review and analysis of this research see Teichner, 1972; Teichner and
Krebs, 1970; 1971; 1972a; 1972b; and Teichner and Iocharnuk, 1974). The
target acquisition problem Is more frequently that of searching for complex
shaped objects in very cluttered visual fielde. The laboratory data indicate
that key vaa......a are targct. .......... .e orast, dersity of non-targets,
search area and target location in the search area.

In general, time to search is exponentially distributed (Kendol and

1odirtsky, 1960; Bloomfield, 1972), as shown in Figure 5-3. The parameters
of the exponential term depend on tie relative complexity of the targets and
of the area to be searched.
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Figure 5-3. Search Time. Curves a, b, and c indicatis increasing

relative complexity of background.

Relative to the background, large or high contrast targets are found
faster than small or low contrast targets (Boynton and Bubh, 1957; Smith,
1961); see Figure 5-4.
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The larger the number of objects in the target area similar to the
target in size and/or shape (i.e., "clutter") the longer the search time
(Boynton and Bush, 1957; Baker, Morris and Steedman, 1959); see Figure 5-5.
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SOURCE: SMITH, IN VISUAL PROBLE14S OF THE
ARMED FORCES (1962)

Figure 5-5. Comparison of Results for Triangle,
Square, Pentagon, and Hexagon Used as Targets

Among Circular Pseudo-Targets

Long narrow objects are usually seen with less error and in less time
than square targets of equal area (Baker, Morris and Steedman, 1959); see
Figure 5-6.

Within limited search areas (i.e., displays or a restricted cockpit

field of view) targets located on the periphery require longer search time
than those near the center of the search area (Baker, Morris and Steedmean,
1959; Craig, 1974).

.' Leaving the laboratory, the typical operational question is, "At what
range can the observer search for and find the target?" Obviously time
to search is involved in the range of target acquisition. The faster the
aircraft is flying, the less time the operator will have from the time the

target is available to be seen until it is acquired or missed. Target
availability is, of course, a function of many conditions and includes - at
least - resolution of Lhe eyeball ( .en.er , ,nmank range, atmospheric
attenuation, contract, target motion, etc. Target acquisition research has
concentrated on range, not' time. Typically, even motion picture or terrain
model simulation studies report target acquisition as a function of range.
Time is not, unually, seen as the critical variable, although in actual

fact, range can be converted to time in most situations.,
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Figure 5-6. Search Time as a
Function of The Ratio of

Target Area to the Area of
the Minimum Circle Vihich cir-
cumscribes the Target. Th-,
correlation is + 0.82 and

the function is described as
Y = 117 x -10.

/ Thdrc are several studies, however, which have evaluated some of the
variables noted as affecting time of search and in uhich time of search was
reported.

In a &izulctio.n study using oblique aerial photographs to oitwilate
TV, Parkes (1972) had unskilled obervers search under tu-o conditions of

BAKER, , ̂  Wu_ S

thoe e.pected for the lsr tel missile" . Restults of the limited time study
were thn compared with an earlier tudy (Parkes, 1972b) done under the

same conditions, but with a 50 second limit on search time. Resulto ere
shown in Figure 4-7. With less time the acquisition probaility was re-
duced. The decrease in probabilty was also ree Trked for

sall targets than fot large ones.
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Conditions

Freitag and Jones (1972) had pre-briefed observers search a television-
display of a scale terrain model (Section 6.4.3) for large (or prominent)
targets (bridges, road intersections). The objective was to determine mini-
mum times to detect. Mean time to detect varied from 3.7 to 8 seconds. The
data are very similar to the results found by Parkes. Long narrow targets
were significantly easier to find than were rectangular targets.

One realistic simulation merits discussion since it is one of the
few primarily designed to control target contrast and, also where search
time is available. Bergert and Fowler (1970a) used the Martin Marietta
600:1 scale terrain model, (Section 6.4.3). Observers searched for a to-scale
37.5 by 18.75 foot flat target of a house or shed using direct vision
looking out a simulated A-4 cockpit windscreen. The targets were painted
to precisely control target-to-background contract (measured to +2 percent).
Observers were all ex-piloto (company employees) who had a minimum of 1100
hours military flight experienc;. Clutter was not a variable. All targets
were placed in open areas, not near other buildings or similarly sized ob-
jecto. Observers were carefully briefed, using both a vertical and oblique

aerial photograph which indicated the type of target as located somewhere
within a 1/2 mile na..re a ................ ... . ,target
in the area; recognition was correctly specifying the target as a shed or a
house, The run was conducted at a simulated altitude of 3000 feet (914 met-
era) and a speed of 350 knoto (649 Km/IIR). Each trial began at a simulated
range of 37,000 feet (11,278 meters), near the minimum resolvable target
visual angle, but at which range the area was visible. The trial continued
toward the target until the target was recognized or until the.miimum doa-
look angle for the "A-4 cockpit" was reached. Mean time to search, as a
function of contrast is shown in Figure 5-8; the data confirm that dynamic
target acquisition search timo is a function of contrast,
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Target as a Function of Contrast

One set of field tests with time to search as a measured variable has

been sumarized by Brynon (1972). A helicopter with pilot and observer

uoed pop-up tactics to search for and locate tactical targets (tanks and

armored personnel carriers). The helicopter rose vertically ("popped-up")
to gain line of sight with the target. It came to .a hover just above mask
while the crew searched. The targets were armored vehicles, (tanks and
armored personnel carriers), tactically deployed with cover and masking,.
On coimand the helicopter "popped-up" above mask and search for the torget
was begun. The obververs were briefed as to approximate location of the

targets in relation to their position. Fifty percent of the targets were

found in W0 seconds; if a target was not found by 48 seconds, the probability

was that it could not be fouad at all. Figure 5-9 ahowa these data. (The

The Bargart and Fowler data represent probable soarch times for a
sIngle target an maximum ranges by one observer under optimum conditions.
The data reported by Bryson are for multiple targets, search by two obser-
vers at relatively ahort ranges.

At very low altitudes and high speeds, search-time requirements are
different from those at a greater altitude. If the target is not found
rather quickly, it may not be found at all.
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NMotion of the taract probably enhancer, detection in ona of four ways:
i (I) a new target .is cr .ated by th't motion as it changes location, as the

'; wake of a ship or a dust: cloud behid a tank% (2) the changa 1n location
} of the target due to i ts motion is noted; (3) in some cases, the relative
! motion per at of the target as compared with non-targeta attractA the ob-
I sarverls eyes, and (4) the changing contract of the target moving across

, } the background. When a target io moving in a search field it must move fast
! I enough to be recognized as moving (ae Section 3.2.5). Ericltson (X965) pre-

~sents a brief summary of the visual theory involved:
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Consider two objects moving parallel through the visual field with
angular velocities wI and02. A differential threnhold for angular velocity
may be defined as Aw - wl - 02. That is, the difference between the
angular velocities of the two objccts must be at least 6w or an observer
cannot with any confidence tell that there is a difference.

Laboratory measureidtita of Aw have been made with moving spots on an
oscilloscope, rotating disks, needle pointers, and other such devices. It
has been found that hw is a function of the angular velocity of the refer-
ence object such that

W - -- - constant (u 0 0) within certain limite. W is known as the
W

Weber ratio. From data sumarized in Brown (1961) and Ls shown in Figure
5-10, it is seen that W -0.14 for curve 1 and W - 0.88 for curve 2.
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Figure S-10. Velocity Dincrimination Threoholds



Consider the simple case of a moving target being viewed from an air-
craft flying level with constant velocity. If the target is moving along
the ground track of the aircraft, its angular velocity would be:

- (V-V)I1It |2 +R 2

where V a velocity of aircraft
v - velocity of target
It - altitude of aircraft
R - range ahead to target

as compared to the angular velocity of points on the ground about the target,

which is given by:

IN

'g 22+R2

It can be shown that:

WV

If a Weber ratio could be determined for the above situation and were found
to be 0.10, say, it could be concluded that targets moving less than one-
tenth the aircraft's velocity would not be spotted by virtue of their motion
per se.

In most cases of high :peed flight (above 350 knots or 649 Km/HR) typical
tactical targetz moving at 10 to 30 mph (19 to 56 Km1/R) should not have enough
relative motion to be detected as moving from high performance aircraft. Yet
field test data do show sow improvement in target acquisition with moving
targets.

A series of controlled field tests indicated that moving vehicle tar-

gets - a truck, a tank, and a group of trucks - tended to be acquired at
slightly greater ranges than when the same targets were stationary (Valen-

(tina, 1972). The rate of travel of the vehicles, 20 miles (32 Km) per hour,
was such that their relative motion compared to aircraft at the speeds (300
and 450 knots or 556 and 834 Km/Hr) and altitudes flown un probably below
t-h1,G ..cual snIA of otion. Yet the moving targets were generally ac-
quired at greater slant ranges. Figure 5-11 shows typical results.

A study by Dugas (1971) also helps explain the probable effects of re-
lative target motion. Her experiment compared the detection probability
between a static and a moving target on a television display. Backgrounds
were, (1) an aerial photograph displayed at a scale of 5000 foot (1524 met-
ers) altitude, (2) a felt plate of uniform texture and brightness, and (3)
a gridded table. The target was an electronically generated rectangle of
uniform intensity. Two target speeds, corresponding to about 50 and 200 knots
(93 and 371 KmHr) were used. The faster moving target was detected more
easily than the slow one and both more easily than the static targeu against



all backgrounds. Data obtained indicate that "it ini not motion itself that
improves detection performance, hut the changing contrasts that occur as
the target moves over a complex background,"(Dugan, 1971, p. v).
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Figure 5-11. Cumulative Acquisition Rates as a Function oi
Slant Range and Target Motion

5.3.1.3 Surround Illumination

For all practical purposes, once illumination level reaches about
100 foot-lamberts (342.6 cd/m 2)(an overcast day), performance in target ac-
quisition search should not be affected (Duntley, 1964). The field test
data support this contention (ficks and Molar, 1966; Snyder, et al, 1966).
Cloud cover, so long as it does not obscure the target does not seem to

(have much effect. Dyer (1965) and Vhittenburg (1960a) both report that
high cloud cover actually was a help in target search (additional illumina-
tion data are discussed in Chapter 3).

However, when ilimination level drops below a critical level, such

as at twilight, then visual target search performance drops drsmatically.
The study reported by Porterfield, et al (1971) providas clear evidence.
This study investigated inflight visual detection-of ground target sites
and identification of specific targets as a function of apparent scene
illumination. Individuals from three )ups of aly. nubjects each searched
for tactical target sites in rolling !arm and woodland, and ident±fied and
counted the-targets at the sites located, One group obuetred under full
sunlight illumination, a second group wore gaggles with neutral density
filters that cut down the transmitted tight ,Ao that, the scene appeared to
be illuminated by 400 times full moonlight (4,3 meter candles) and a third

group wore goggles ,that reduced'the surilight illumination level down to an
apparent illumination of 40 times full moonlight (0,43 teater candles).
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The apparent scene I ituminatton for both the groups that wore goggles Was
between that of the lower lin1it of civil twilight and ounrine or sunset.
The subjects observed from the nose position of a B-50 flying at 10 knots
(334 Km/tIR) ground up.sed nod 3,500 feet (1067 meters) above ground level.
There were 25 target sitel a1L various locations, all within two miles (3.2 Kin)
of the aircraft flight-path, along the 96-mile (154 Km! track-length. Each
site contained varioun numubers and types of simulated tactical tergets. The

mean number of target nitut. detected was 36 percent under sunlight illumi-

nation, 22 percent undar the simulated 400 times full moonlight condition,
and 9 percent under 40 tim o full moonlight. The mean of the targcts iden-
tified, provided they yru detected, was 60 percent under sunlight, 34 per-

cunt under 400 timeo full moonlight, and 27 percent under 40 timev full
moonlight. Figures 5-12 and 5-I, show the results.
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Figure 5-13. Percent of Target Sites Detected as
a Function of Illumination Level

5.3.1.4 Target-Background Relationships

A different approach to defining and evaluating target variables 'has
been proposed by Zaitzeff (1971). lie believes that in actual real-world
conditions it is nearly impossible to separate the variables of target from
background. Bloomfield, as noted earlier in this section, makes the same
assertion. Thus, Zaitzeff propose3 a different type of target-background
metric to be used in the prediction of dynamic visual target acquisition,

A study wan conducted using a series of wide-angle photographce
slides takon from JTF-2, Test 4,1 simulation studies (Zaitzeff, 1971). Ten
targets ware selected; for each target 10 slides were prepared. The initial



slide wan nt the maximum available range (target just visible but no detail
resolvble). The other nine slides each represented a progressive one-tenth
reduction of this range into the target. These characteristic target-back-
ground ocene" were then measured using two approaches - one using subjective
ratings ncnled by observers, and the other being physical and photometric
(size, contrast, brightness) measurements. JTF-2 simulator target ncquisi-
,ion data were also available. Fourteen measures of targets and background
characteriatics, plus an estimate of target acquisition probability were
obtained for each of the 100 scenes. Factor analysis showed that many of
the variables investigated were highly correlated. Ridge regression, a
technique applicable to non-orthogonal problems, was used to establisaj~he
relative predicting power and quantitative effect of these variables.

Of the 14 variables tested, 7 basic. parameters were isolated. These
parameters were: (1) Target Length, (2) Target Width, (3) Detail Contrast,
(4) 'Target Contrast, (5) Element Count, (6) Ambiguity, and (7) Hetero-
geneity. These parameters accounted for 79 percent of the criteria variance.

The same amount of predictive information was obtained using a measure of
static acquipition probaility - - the percentage of 16 observers desig-
nating the target in etch of the 10 scenes of the approach to a target.
Static acquisition probability is not necessarily operationally useful,
since it requires d large number of ratings by a reasonably large group
of observers (see Section 6.3.9, for an application of these data).

Zaitzefi suggests that some techniques of psychometric scaling could be
ased to develop target-background metrics more closely related to dynamic
performance than those physical maasures noted above. The characteristics
he recomends are:

Dintinctiveneos - the degree to which an item specified in a unique,
one-of-a-kind appearing element.

Conoptcuit - the degree to which an item stands out from the back-

ground because of its size, shape, color or structure. A con-
spicuous element would usually be in marked contrast to other items
within the field.

/-

-L - beddedness - the degree to which an item appears enmeshed with

o. Indistinct with reference to the contrast elements around it.
A tArgat with high embeddedness generally cannot be pinpointed
deccartoly becaure it '; in Jtnpostition with elements or areas
of ].ika contrast.

LocdliZAbility - the relative proximity of an item to an out-
Ttanding or conspicuous cue, or to the dynamic flight vector.

(I

(1) See Box and Hunter (1956Y for a discussion of ridge regression.

[1
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Expectation Value - the degree to which a scene correaponds or
appears similar to the observer's preconceived ideas of the
target approach. The observer's expectations would be Lased on
his briefing, inflight information, psychological set, and
experience.

Busyness - the degree to which the background In question exhibits
the property of being a patternless collection of contrants.

lf the above variables can be quantified (probably through the tech-
niques of psychometric scaling), a large step will have been taken in
establishing a useful classification scheme for operational target-back-
ground encounters. This task remains to be done.

5.3.2 Aircraft Variables

Since the aircraft is a moving platform, motion is a factor which must
be considered. There are three possible conditions of movement involved
in air-to-ground target search:

a. Movement of the observer through a relatively static environment.
This is the usual condition of flying over an area to search for
a target.

b. Movement of the target relative to the enviro-iamnt and the ob-
server. This is the condition when a vehicle or ship is in motion
through the target scene.

c. Movement of the background and the target relative to the ob-

server. This condition occurs when the observer is viewing a
TV scene of an area over which he is flying or when monitoring
the TV scene projected from a remotely piloted vehicle (RPV)
or a missile.

The effects of movement in search are not well understood. The general
conduct of air-to-ground search while in aerial flight is so obviously a
case of motion of the observer through the scene (condition a.) that we
rarely take time to consider it. The second motion condition has already
been discussed (5.3.1). Finally, the increased use of electro-optical
displays has made imperative our need for a better understanding of the
problem of relative motion through and by the display.

5.3.2.1 Peed

The general case in air-to-ground search is: Does aircraft speed make

a difference in visual search? The problem also becomea confounded with
'* time and altitude. As we move faster we have less relative time to cearch

• and, as we decrease in altitude, relative angular velocity increases. We

consider speed, time, and altitude ceparate variables, although the three

are in fact very much related.

L.•



Thus, although this discussion concerns only the dynamic effects of
relative motion, it is recognized that time is very much involved in the
actual search problem. As noted in Chapter 2, Figure 2-8, dynamic visual
acuity varies as a function of angular velocity from the observer. One
obvious characteristic of the visual field as seen from the aircraft is
apparent angular velocity as the environment streams past the moving air-
craft. Observers tend to compensate for high angular velocity by fization
on an object in the visual scene for some time period, and then jumping
ahead to fixate on the next area. While flying at low levels and at rela-
tively high speeds, this is the recommended technique (see "Pilots Panel"
in Jones, 1972b).

The observer who flies at medium (about 1500 feet or 457 meters) to
high altitudes should find angular vvlocity no problem during target search.
Dugas (1962) analyzed the problem of 1,igh-speed, low-altitude flight. 6fr
conclusion is that the human visual system does not limit visual target
search at high aircraft speeds except at altitudes below 1500 feet (457
meters). The data support this conclusion (see also Section 2.3.5).

U. S. Air Force tests of target search conducted at altitudes from
200 to 1500 feet (61 to 457 meters) and at indicated aircraft speeds from
350 to 720 knots (649 to 1334 WlmIHr) report no significant problems in
detecting targets at those speeds and low altitudes (Thackham, Wade and
Clay, 1966).

Dyer (1964) reports that in flight trials carried out at an altitude
of 500 feet (152 meters) there was no significant effect on acquisition
probability as a result of increasing airspeed from 350 knots to 700 knots
(649 to 1334 Km/Hr). However, the mean acquisition range at the 700 knots
(1297 Ym/Hr) speed (11,250 feet) was less than those for the 550 knots and
350 knots (1019 and 649 Km/Hr) speeds (15,200 feet or 3429 meters) and
16,300 feet (4968 meters) respectively, although the differences were not
statistically significant.

Valentine (1972) found in field tests using F-lOS pilots slight but
- not significant differences in cumulative acquisition ranges at speeds of

300 and 450 knots (556 and 834 Km/Hr) as shown in Figure 5-14.

Motion picture simulations report similar results. At an altitude
of 500 feet (152 meters), performance was better, In terms of both ac-
quinition nrohb~hlity end acquistion range, at a speed of 198 !nots (367
Km/Hr) than at 594 knots (1100 Km/Hr)(Calhoun and Snyder, 1965), or at
792 knots (1468 Km/Hr)(Rusis and Calhoun, 1965). Jonas. Lane and Gilmour
(1967) report that at 500 foot (152 meters) altitude aingle observer ac-
quisition probability was significantly poorer at a speed of Mach 1.2 than
at either Mach 0.4 or Mach 0.8, but there was little change in mean ac-
quisition range. Two observer teams had small improvement in acquisition
range with decrease in speed.

Low speed (40 to 100 knots)(or 74 to 185.3 m/r) low altitude (up
to 500 feet - 152 meters) tests of U. S. Almy fixed wing and helicopter
aircraft indicate a small decrement in target acquisition with increasing
speed (Blakeslee, 1963; Thomas, 1965).
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Figure 5-14. Cumulative Acquisition Rates as a Function
of Slant Range and Airspeed

Speed. at least in the regimes typical of current tacttcal aircraft,
is not a significant variable. W"at does seem to be important is that
higher speed reduces time to search. Figure 5-15 indicates generally the
relative effects of speed based upon simulator data at low altitudes.

5.3.2.2 Movement of the Background and the Target

Typically, target acquisition by use of dynamic electro-optical (EO)
displays can present a visual field which moves both background and target
relative to the observer. Viewing a moving scene is normal for TV and
motion pictures. When the scene itself moves in a way different from the
relative personal orientation of the observer confusion can exist. This
is the condition of "scene rotation", considared in more detail in Section
4.2.13. The conditiori is a relatively new one in target acquisition re-
search. Data from both Freitag and MacLeod (1974) and Price (1974) indicate
that ,,cana rotation does not much change expected target detection ranges.
It does, lowever, significantly reduce range of target recognition. Hore
investigation iind reearth is required.

5.3.2.3 Attitude

Th eaffect of altitude on target acquisition ts confounded by other
variable. Increase in aircraft altitude affects the visual environment
to facilitatq finding targets in some cases, but also to reduce it in
others. Obviously at some high altitude, targets of interest will be
too stmall to sc, The biggest effect of altitude change occurs from 0 to
1500 feet (457 meters). The relative importance of altitude depends
largely on the mission and on tactical requirements. The factors involved
are*
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Figure 5-15. Relative Effect of Speed on Target
Recognition Based on Simulator Data

a. An increase in altitude increases the amount of terrain
that can be seen and thus increases possible cues avail-
able.

b. Reduction of the effects of masking.

c. Change in apparent size and shape of the target. When the
target is viewed from above, an increase in altitude changes
the visual angle at the observer's eye; but the axtent and
direction of that change depends on the shape of the target.

If the vertical scale predominates it will seem smaller. If
the horizontal area predominates, it will seem larger. Thus,



I a vertical chimney will ieem umaller, an air field will appear
larger. Details of the target thus seem to change signifi-
cantly as our aspect angle chi nges,

d. Reduction of rate of apparent motion of the terrain through
the observer's field of view, an noted in Section 5.3.1.2.

e. There is, relatively, an increase in visibility downward
through the atmosphere to the target (see Chapter 3). The

appearance of a target viewed fro'n -, given distance verti-
cally downwards will be leas affect,..d by attenuation effects
than one viewed obliquely from th,. .ame distance.

The combined effects of these factors m-an that there is usually
an optimum altitude for a particular type rargeCrand set of conditions.
Above and below this altitude there may be degradation in target ac,'uisi-
tion.

I'

The most commonly found result is that performance tends to improve

*" almost linearly as altitude Increa es up to some rtaximum. A field test
A. reported by Dyer (1965) found that recognition ;, '.-s for vehicles and

other tactical targets at 200 feet (61 meters) alitude were less than
half tho. e obtained at 500 feet to 1500 feet (152 to 457 meters). The
probability of detection was also slightly greater at higher altitudes.
Valentine (1972) reports similar reoults, typically shown in Figure 5-16.
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Figure 5-16. Cumulative Acquisition Rates as a Function
of Slant Rango and Aircraft Altitude



Results obtained-from simulation experiments show similar trends.
For instance, using a terrain model and four types of homogeneous background,
Wyman, Rawlings and Sturm (1965) found that altitude had a significant
effect on both the probability and range of acquisition, increases in alt-(__ itude from 300 (91 m) to 500 (152 m) and to 1000 (305 m) feet resulted in
better performance. Blackwell, Ohmart and IHarcum (1960) report similar
results in Figure 5-17. Using a motion picture simulator, Gilmour and
Iuliano (1964) found increased acquisition from altitudes of 200 to 400
feet (61 to 122 meters). Similar data are reported by Snyder, et al (1966)
at altitudes of 500 feet (152 m) and 1000 feet (305 m); by Wyman, et al
(1967) at altitudes of 200 to 600 feet (61 to 183 meters) and by Gilmour,
et al (1968), with the Joint Task Force Two Motion Picture Program, at
altitudes of 200, 400, and 600 feet (61, 122 and 183 meters) using wide-

(angle motion picture imagery.
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Figure 5-17. Relative Slant Range as A Function
of Flight Altitude, Showing a-.Syste-mtic

Change in Slant Range with Altitude

Erickson and Gordon (1970) reported a field test which moot clearly
shows the effects of altitude. The targets were a tank and a radar van
placed on a road in the desert both facing directly head-on to the aircraft
flight path. Search for the target was simple, no clutter or zasaking ex,-
isted, and there vas little or no weather effect. The oilota flying in
A-4 aircraft reported "Detectioh" (vehicle preient) and "Recognition" (tank
or van). Recognition performance increased with altitudes up to 4000 feet
(1219 metera).



There is, of course, a limit beyond which increase in altitude will
reduce performance. Target acquisition performance will exhibit a maximum
with altitude and show a cut-off at a slant range beyond which the target
cannot be seen. That maximum depends upon several variables and includes
at leant target size and apparent contrast as ceen through the atmosphere,
as does the optimum altitude for visual target acquisition. Boynton hypo-
thesizes that "tinder the beat conditions of visibility it (optimum alti-
tude) is on the order of 250 times the linear size of the objects being
sought; under conditions of worst visibility it is on the order of 30 times
the size of the object being sought" (in Morris and Horne, 1959; page 238).
This hypothesis has not been field tested, but comparison with field test
results (Erickson and Gordon, 1970; Valentine, 1972; Thornton, et al, 1973)
shows that it holds up rather well. Valentine for example reports that
personnel could not be reliably detected at 2000 fett (610 meters) alti-
tude, but were acquired at the 600 feet (183 meters) altitude test con-
dition.

Very low and slow flying aircraft (typically helicopters) present a
different problem. At altitudes above about 500 feet (152 meters) there
probably is little difference from fixed wing aircraft. However, the
advantage of the low-flying helicopter is its ability to stay low, using
the masking of terrain and trees as cover. Thus, reported target ac-
quisition ranges or very low-flying aircraft confound Altitude with target
masking. When the target can be seen and it is unmasked, it often can be
acquired at long ranges. Snyder, Greening and Calhoun (1964) report a
significantly higher probability of target recognition at 50 feet (15.2 m)
altitude than at 100 feet (30.5 m) wherever the targets were unmasked.
Apparently this is because the aspect angle of the target at very low
altitudes is very much like the way we normally perceive the world. Nap-
of-the-earth flying (5 to 10 feet (1.s to 3.1 m) by helicopters, however,
emphasizes masking of both the aircraft and the target. The effects of
masking are such as to significantly confound low altitude target-search.
Unfortunately, few if any low altitude studies have reported detailed data
on masking effects.

Moler (1962) conducted a study of low-level target acquisition from
( helicopters the results of which are typical of mont oubsequent helicopter

studies. The targets were all tactically positioned and camouflaged. The
pilots were instructed to fly low altitude (less than 100 feet (30.5 maters))
contour flying over rolling terrain with good tree and brush cover. Only
minimum briefing was used. Detection data indicate low probability of
finding targets. Maximum range of detection for tanks was 1400 yarde, (1280
meters); median range was 300 yards (274 meters). Given detection, recog-
nition probabilities were very high, a fact not surprising in view of the
short range of detection, Since Moler reported no data on masking, his
results are often discounted. However, a series of taroet acquisition
tests using observers in holLopters was conducted at the Naval Weapons
Center (Amundson, Schlanta and Sorrenson, 1974). The nominal altitude
was 150 feet (46 _eters). The ranges reported, however, were only slight-
ly longer than those found by Molar, 347 meters for a tank.
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Enderwick, et al. (1970) report a otudy using a helicopter in target
acquisition with tanks and personnel carriers as targets. Flight alti-
tudes were 75, 1000, and 3000 feet (23, 305 and 914 meters). There was
little or no masking of targets since the targets we-e !ocated in open
fields in most cases, and all targets were well briefed. Mean target
recognition slant ranges at 75 feet (23 meters) altitude were 1130 meters;
at 1000 feet (305 meters) altitude, 2610 meters; and at 3000 feet (914
meters) altitude, 3940 meters. No detection probability data are given.

Typical very low altitude target acquisition probability is shown in Fig-
ure 5-18.
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figure 5-18. Average Probability that a 7-Foot
(2.15 Motors) Target is Exosed as a Function

of Range and Altitude with Foliage Included
and Excluded (redraawn from Ballistic Analysis
Laboratory, 1959). Altitude is shown on

each curve.

?5-.3.2.4 Target Offset

* Lateral offset of the target frots the line of flight has not often
been reported or conoidered as a variable. However, in wany aircraft,
visibility is often iiot as good straight ahead as off to the aide. Inad-
vertent offsets can also occur whenever the lateral position of the air-
craft is *o. known due to navigation errors or other uncertainties.

Several studies have simulated with TV on terrain models the effects
of lateral offset uncertainty on search performance (Levy et al, 1964).
Oe field study has alno investigated olfoat and position as controlled
variables (JTF-2, 1966). Since the repcrts of thin study are claosified,
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details are not made available here. In general the results show that
target acquisition performance decreases with Increasi-1 lateral offset
from the primary flight path of the aircraft.

In a training research study using helicorters and light aircraft,
Thomas and Caro (1962) considered target offset from the flight path as
one condition in training testa. Their data iIso indicate offset from
the pre-planned flight psth reduces performance in the same way.

Wyman, Rawlings, and Sturm (1965) found that offsets of 500 and
1500 feet (152 and 457 meters) reduced probability of target detection,
but not the range of detection. A simulator study carried out by 1ilnes-
Walker, as reported in Parkes (1972a) ir.icated that offsets from 0 to 800
to 1600 meters did not reduce absolute target detection range for ve-
hicles, but did reduce the probability of detection.

Figure 5-19 shows the general effect on probability of target de'
ij tection for tactical tsrgets as a function of offset.
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5.3.2.5 Vibration

An excellent review of the general effects of vibration 10 thaL of
Grether (1971). A review of the effects of vibration on vioual acuity has
also been published by Snyder (1965). Vibration Impaira viiual acuity, and
is at a maximum at about 10-25 lz. In most cockpit sltuations it can be
alleviated by head restraint. "The more complex intelle'Ctual tasks, target
identification and monitoring, show no decrements related to vibration".
(Grether, 1971, p. 210).

5.3.2.6 Type of Aircraft

Visibility toward the ground will vary significantly with the type
of aircraft (Kennedy and McKechnie, 1970). The inherent g(lomatry of the.
cockpit, location of the cockpit in relation to wings, engine nacelles and
other obstructions obviously can make a difference in what can be seen.
Design requirements for fighter aircraft require a minimum 11 degreen over
the nose visual depression angle (HIL-STD-850). Kennedy and McKeconis.
(1970) present visibility data on several typical aircraft and describe
a useful technique for determining visibility from several types of air-
craft.

Often the aircraft type is not well suited for the ocarch role
assigned it. Under these conditions the observers try to adapt to that
situation. For example, data reported by Erickson and Gordon (1970)
indicate that some A-4 pilots may have rolled over to obfsrve aince ame
of the pilots reported recognition ranges at locations which should have
been masked from the aircraft cockpit. Looke (in Jones, 1972h) also reports
that when using a high performance aircraft in a low-level target search
role it was routine to conduct the mission flying upside-down. Where there
are significant inherent aircraft visibility difl'crencen, then that air-
craft with the best visibility should be a prime candidato for a ooarch
mission.

5.3.2.7 Crew Size

( A number of experiments have been carried c datermine whother
two crew members, carrying out a target acquisit,. task as a toam, par-
forin better than a single crew member.

The effects of crew composition were studied by Zaitauff, Jonan and
2ahns (966) using motion picture 0nmulation of low-level flight. durina
target acquisition performance for large, fixed targets by Pinale obser-
verB and by two-man teams. They found that teams of two aba*rvera ac-
quired the targets at significantly greater ranges than vingla obeervers,
on average 24 percent greater on the first pas* and 15 porcent greater on
the second pass. The teams also missed fewer targets,

Similar results were found using small tactical targetc, except that
at the fastest speed tested, Hach 1.2, the acquinition raneon of the two-
man teams .ere not significantly different frdm those of einpla oboervers,

i :



(Jonesi, .ane and 01 Imour, 1967). Crew workload war, not a factor; however,
Zaitzelf (1969) reported that when realistic flight workload tasks were
imposed on the crew, two-man crews acquired targeto at 30 percent greater
ranges than one-man crews. The improved capability of the two-.man crew
seems to result from i;imply doubling the number of nearchers looking at
the same area,

5.3.2.8 Observer Seat Position

Does it make any difference where the ot rver sits in relation to
the pilot? A study by Porterfield, et al (1/1) investigated airborne
visual reconnaissance from the nose versus side-looking stations of a B-50
aircraft. Six subjects performed the search task at the nose station and
six different subjects performed the task at the two side-looking stations,
located aft of the wings. The aircraft flew at '180 knots (334 Km/11r) ground-
speed and at 3500 feet (1067 meters) above ground level. A mean of 65 per-
cent of the target sites was detected by the subjocts in the two side
stations, whereas only 36 percent were detected by the subjects in the nose
station. On the other hand, for the target sites that were detected, the
subjects stationed on the side identified only 37 percent of the individual
targets while the subjects in the nose identified 60 percent. There is
no explanation given for this latter difference in identification. It may
be that the nose station allows the observer more time to study the target
after detecclon, i.e., he was able to detect the target earlier in time.

Seat position in helicopters made some differences in a recent field
test reported by Amundson, et al, 1974. The observations from the left
seat position of the 011-58 were found to be better at absolute range of
target acquisition (719 meterd) than from either the front (534 meters) or
back (631 meters) azat of the AII-lC. The observers eatimated ranges
better from both .,e.at positions of the AH-IG than from the left seat of the
0H-58.

5.3.3 Observer Variables

What characteristics of the observer affect his visual search and
( target acquisition performance? While a variety of ponsible observer

variables have been suggested, the practical number is more limited. Vis-
ual acuity fir example must be a factor, but the careful seleetion process
used for pilots and observers will obviously eliminate those without a
mirnmum caftcfectory acuity level. Intelligence may be important if the
general population were included but operational requirements tend to limit
selections and further training should reduce any initial differences.
Parkes (1972a) reports that intelligence was related to target acquisition
performance in naive subjects, but not in experiencc4 observers. The data
from a wide spectrum of studies do indicate that observers vary over wide
ranges in measured perfurmance while engaged in search for targets.

In the reported simulation and field studios, the observers were
usually either military pilots or male college students with measured
normal vision. Only a very few of these simulation and field studies



have varied observer characteristics in a controlled way. Some of tha lab-
oratory search studies have considered observer variables, although in
these studies the subjects have also usually been college students. Thus,
most observers have been selected from a restricted population. In gen-
eral target acquisition observers are male, of above average intelligence,k and carefully selected for good eyesight, physical condition and probably
are well motivated. Reseorch reported by Scale (1972) indicates that
there are no significant measured personality differences that affect
target acquisition performance.

5.3.3.1 R jiriLence and TrainLn,&

Search performance should improve with experience. The results ore
not as conclusive as we might expect, however.

a. Practice on a Search Task Laborat.ry data when searching com-
plex displays generally show improved performance with practice. Baker,
Morris and Steedman (1959) used a series of sbapes with several complexity
levels in a visually projected set of imagery. They found a conciderable
improvement in mein time to detect and a reduction in errors with practice.
Figure 5-20 shows the effects of continued practice on search performance.
This is in line with the expectation that the more complex a visual task
the more likely it is that practice would lead to improvements. Parkas
(1967a) found that skilled, experienced observers did better in a simulated
camouflage search task. Experience seems to help even in simple visual
acuity tests. Tdylor (1964) undertook a prolonged investigation wherein
subjects detected a disc of positive contrast presented ii the center of
a uniform background fzr exposures of 0.33 second. lie reports a rapid
'iprovement in the average threshold level over the first five sessions,
and a much smaller but consistent improvement from the fifth to the fif-
tieth session. Taylor recommends that a correction factor of 1.90 be
used to increase the laboratory-type search task times of experiences
subjects to correct for that experience.
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Thus, in the more complex situations of target acquitition sonrch,
one might expect to find similar practice effects.

b. General Expettnce - In a simple search task Erickson (1966)
found no performance differences between 12 high school boys and 22 Navy
pilots. A simulator study reported by King and Fowler (1972) found no
-differences in performance on a television target identification tank
between college students and experienced pilots.

Gilmour (1965) in a motion picture simulation used three clasnes
of observers: (1) non-pilots, (2) pilots on their first exposure to tar-
gets, and (3) pilots on second exposure. The non-pilots made more errors
and achieved shorter target acquisition ranges than the pilots. The
only statistically significant difference, however, was between non-pilots
and pilots on second exposure. Since the non-pilots did not receive two
exposures, dire-t comparison of their learning ability io not possible.

A film simulation by Rusts, et al (1965) compared experienced pilots
with non-pilots. In this study, it was found that there were no signifi-
cant differences in percentage of targets recognized or in recognition
range bettveen the two groups. The opposite result was found by Parkes
and Rennocks (1971) using television simulation. In this case acquisi-
tion probabilities were not sigulficantly different for the two groups,
but skilled subjects tended to report longer acquisition ranges with less
variance. A similar result was found by King and Fowler (1972) using a TV

simulation; experienced pilots were not significantly different than coll-
ege students, but the pilots were less variable in performance.

Little controlled field-test data are available. Results reported
by Whittenburg, et al (1959b) were obtained from flight trials in which

experienced and inexperienced aerial observers took part. Their data
showed that the experienced observers were more accurate In target identi-
fication than the inexperienced observers. Amundson, Schlanta and Sorren-
son (1974) report no significant differences in target acquisition fron
helicopters between groups of trained observers who had from 0 to 2600
hours of combat experience. Figure 5-21 shows the probable variability
difference in general target acqui6itan between skilled and unokilled
i observers.

c. Specific Search Experience - Although the data indicate that
general observer experience does not noceasarily nean good target search
capability, specific experience and training does seem to improve search
pforanee. Heap (1962) has made a field comparison of first and second
runs over a target. On the average, his observers obtained an increased
probability of recognition (87 percent to 97 percent) and an increase in
recognition range of approximately 3000 feet (914 meters) on their second
exposure to the target run.

Simulator experiments in which repeated exposure to a particular
flight track has been studied have shown performance improvements over

the first four to six runs. Performance then levels out with little or no

. . . .. . ... .... ... =:



further improvement. For instance, Milnes-Walker (1968) found that target
recognition performance on the fourth run could not be distinguished from
that on any subsequent runs. A further experiment (11ardon and Milnes-
Walker, 1969, as reported by Parkes) suggested that the improvement in
recognition range over the first four runs was due to learning of the
target and its immediate surroundings rather than learning of the route.
Amundson, Schlanta and Sorenvon (1974) also found that performance of
helicopter observers tended to improve on the second flight over the
test area,
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Figure 5-21. Target Acqtsition Poformance of Skilled
and Unskilled Subjocts

Anecdotal reports from experienced pilota flying target acquiaitlon
missions in combat also indicate that specific experience observing In a
particular area imprrvves reported performance (Bone, "Pilots Panel", in
Jones, 1972b).
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The conclusion seems to be that general search performance may im-
prove slightly with observer experience. H1owever, a uhort time of direct
exposure to the specific target search situation is at leaut as important
as several years of general flight experience.

d. Training - Training in specific target acquisition search tech-
niques has proven to be useful. However, reports from pilots flying ob-
server missions in Viet Nam, indicate that little real practical visual
search training was applied (Bone and Looke, "Pilots Panel" in Jones, 1972b).
Similarly, Hughes (1966) found no differences in target acquisition cap-
abilities between trained, experienced reconnaissance pilots and fighter
pilots. A special-training course in target acquisition using a tachis-
toscopic teaching machine also did not improve performance over a group
of conventionally trained pilots (Wade, 1964).

Thomas (1964) identified four necessary visual search skill areas
for U. S. Army observers: (1) detecting targets by methodical visual
search; (2) identifying targets quickly; (3) maintaining geographic
orientation; and (4) determining the location of targets. Classroom
instruction and practical flight exercises to develop these skills were
incorporated into an experimental training course, which was compared
in a simulated combat test against conventional Army observer training.
Students with only 32 hours of experimental training reached the same
measured performance level as did conventionally trained Army aircraft
observers,

The experimental course of instruction was prepared for use by unit
training officers, as described by Hesson and Thomas (1962) and later
developed as a series of programmed texts incorporating verbal material,
maps and photographs (Dawkins, 1964). The programmed texts proved as
effective as classroom methods in teaching general search skills with the
added advantage that training could take place in the field.

Training aircraws to carry out television target acquisition taska
presents particular problems owing to the narrow field of view and the poor
quality of the display as compared with a direct view of the outside world.
A specialized research program carried out by Hagen, Larue and Ozkaptan
(1966) with particular reference to television displays, determined whether
detailed training in the effects of perspective geometry would improve
the observer's ability to locate target areas. The training consisted

P11-~rlyOf UOrlifig OUt 4 Ser~.e6 Of target area lOCat'La PrO416M6 Or,
statically-eimulated TV displays. The results showed that this trein-
ing, when given in addition to conventional visual search training,
significantly improved performance as compared with the conventional train-
ing only; the percentage of target areas correctly located being 81 per-
cent as compared with 68 percent with conventional training.

A more detailed comparison of training techniques for visual search
of aerial photographs by U. S, Army trainoes was reported by Powers, et
al (1973). In thia study visual search of tactical aerial photographs
was the subject of four different training methods in how to search;

(



geometric pattern scan, tactical content orientation, a speed reading
technique, and free search. The tactical content orientation proved to
be the most effective method when both time of seurch and error rates
were considered.

A prototype Forward Air Controller (FAC) training program was de-
veloped and tested for the Air Force by Raylor, Eschenbrenner and Valverde
(1970). The training was specifically oriented toward Southeast Asia
problems and emphasized visual content and target background relationships.
When compared to an equivalent group who received conventional FAC train-
ing the experimentally trained group scored significantly higher on a
criterion teat developed specifically for thie program.

The experiments cited show that improvements in visual target acquisi-
tion performance can be achieved by means of suitable training. In view
of the increasing demands made on aircrew by higher speeda and the use
of sophisticated sensor displays, specialized training should become in-
creasingly important.

5. 3. 3. 2 xea ion

Expectation in defined as what, and/or where the observer presumes
the target to be. In classical psychological terms it is similar to the
concept of "set". The process of expectation is not measured; it is
assumed from the details of experience, training, briefing, and required
performance criteria. We have no quantitative measure of expectancy,
yet we are certain that it does affect visual search performance. In
both simulator and field studies the moot logical way to provide "expec-
tancy" information is through use of briefing materials, a cubject to be
discussed later in this chapter.

Parkes (1972) conducted a study uaing film simulation in which use
of prepared briefing materials was emphasized. The data indicate that
targets "expected" to be located at the point in time and apace indicated
by the briefing, were in fact detected with a higher probability and

( at shorter times than those not so located.

A TV simulation study for the Condor missile program ia reported
by Erickson, Hemingway, Craig, and Wagner (1974) where expectation probebly
influenced the results. Operators "flow" syatems with two different in-
herent navigation accuracies. In the test the same srall, near zero cross
range error was actually used in ech of two teaL conditions. The reported
probability of acquiring was 0.87, with the system expected by the operator
to have as much as 5000 feet (1524 maters) cross-range error. For the same
experimental conditions but with a system the operator expected to have as
large as a 10,000 feet (3048 meters) cronn-range error the reported probs-
bility of target acquisition was only 0.62.

hen we expect to find a target, ws have a higher probability of
doing so. taundson, at al (1974) evon report that the best single pre-
dictor of an individual'a performance in target acquiaition was the
personal expectation that he was good at it.

.(



5.3.3.3 Motivation

There are almost no dita which report the effects of motivation in(_ target acquisition. The Condor simulation study reported by Erickson
(1974) may be said to include some motivation effect. When the subject
did not expect to find a target due to the "known" wide cross range
error they may have been less motivated to search for it.

In a laboratory study of visual search Bloomfield (1970) reports
the results of training in visual search, using incentive payments (money)
to increase performance. With the use of the incentive, search perform-
ance was significantly better in time for both response and search than
on simple extended practice, with no incentive. However, the false alarm
rate also went up, though not by as much as performance improved. The
effect of incentive motivation thus was to increase sea:ch overall per-
formance, but also to increase error rate. Smith (1961a) also used money
incentive in a laboratory search of displays. lie penalized errors and
paid off for speed and accuracy. The effects of the monutary incentive
were not reported in detail, however, those with low performance were
paid less than those who were more accurate. Figure 5-22 shows the re-
sults of incentive payments for two subjects searchiig the most complex
display used by Bloomfield.
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Figure 5-22. Effect of Honey Incentive on Search
Performanco of a Visual Display
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Motivation probably helps target acquisition; we do not know by how

much, and especially we do not know what the effect is on error rates.

5.3.3.4 Task Loading

Having several competing tasks to perform during a time pericl is
typical of piloting aircraft. In practice an observer (not just the
pilot) also usually has more tasks to perform than just to search for
targets.

In the vibration study cited (Schohan. et al, 1965) both the pilots
and observers had additional duties to perform during the three-hour
simulated flight mission. The pilots had a heavier work load than ob-
servers. Pilots found 61 percent of available targets while the observ-
ers with lower task-loadings found 73 percent of the targets, even though
more targets were presented to the observers. Both pilots and observers
reported the low-level simulated flight as being subjectively stressful.
The difference in search performance between pilot and observer is probably
due to the increased task-loading of the pilot.

Dickson (1966) compared search, acquisition and tracking perform-
ance in a simulated TV-guided missile delivery whcn the pilot had tasks
other than Just missile guidance, He found that the additional tasks de-
graded performance only when the missile was flown at very low altituce
a more difficult condition of task loading.

Rusts, et al (1965) investigated range and probability of target
acquisition with three levels of auxiliary task loading. In this case,
the taak was to null the error in a meter display in the cockpit by
simple, compensatory tracking. Results indicated that there was a rnrall,
but significant decrease in recognition range (0.76 to 0.65 nmi - 2A6 to
2.2 Km) and an increase in recognition time (2.4 to 3.2 seconds) whea
heavy tank loading was employed.

Two recent studies investigated target search using television
looking at a scale terrain model scene with to-scale military vehicle
targets (Freitag and MacLeod, 1973; Price, 1974). In both studies the
displayed scene was rotated, simulating changes in sensor line-of-sight.
In the study reported by Freitag and MacLeod the operator responded to
task load by pushing a button under a panel of lights which vere fleshed
in a random pattern. Observers searched for targets in the displayed
rotating scene under conditions of task-loading and no-load. No signifi-
cant differences in target detection performance were found between the
task load and no-load, however recugniton rangeS tended to be shorter
during "task-load". The authors conclude that responding to the lights
was not a very complex task, and that it hod little task load effect.

Price essentially replicated Freitag's study, but imposed larger
measured work loads consisting of required readings of words and numbers
on anothar display while in the process of detecting and recognizing
targets. The imposed workloads resulted in improved target acquisition
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performance for heavier loads. The fact that improvement rather than
degradation of performance occurred was attributed to workloads which were
not heavy enough to degrade performance. But significant differences
in target acquisition performance existed when the subject was required to
change his monitoring strategy by presenting him with information on
another display which had to be regarded as of equal importance to that
contained in the target scene display. Range-to-target acquisition scores
were degraded under this condition compared with similar trials when he
monitored the second display at his own choosing.

The results of these studies indicate that imposing light task
loading, typical of routine operations, does not Appear to significantly
impair target acquisition performance. However, when the operational
tasks must interfere with the target acquisition task, then performance is
degraded.

5.3.3.5 Stress

The search for and the acquisition of targets in actual operational
conditions is ucually considered to occur under conditions of high task
load and stress. The effect of combined stress on target search has not
been subject to much research, nor have there been many reported studies
of combined environmental stresses on human visual performance (Murray
and McCally, 1973). Effects of task loading (a kind of stress) have been
investigated as have the effects of some specific physiological stressors:

Temperature - At temperatures of 55, 75, and 105'F. (12.8,
23.9' and 40.5' C.), 24 subjects ahowed no significant performance change
in a simple one-hour target detection-monitoring task, however, small
individual differences in detection were reported as being correlated to
temperature levels (Arees, 1963).

Noise - Several laboratory studies of simple target detection in
the presence of white noise indicate that loud noise (up to 100 decibels
SPL) does not significantly affect visual search for targets. Warner
(1969) reports that response times to search for and find a simple tar-
get on a display of 16 similar targets (random letters), were not differ-
ent for four levels of noise control, 80, 90, and 100 decibels SPL. How-
ever, Warner found the error rate for the 24 subjects to be lower as the
noise level increased. Warner and Hemistra (1972) found opposite results
using displays of 8, 16, and 32 characters. They report no differences
in error rate, but that display complexity was related to performance
under noise. With the complex display (32 letters) search performance
was better at both she 90 and 100 decibel SPL than at less intense sound
levels.

5.3.3.6 Other

Other possible observer variables including age and sex do not appear
to significantly affect target acquisition visual search. Within the
range of ages usually involved in visual search for target acquisition



(21-45 years), age seems to make no significant difference. (Erickson,
1964a, Erickson, 1966; Johnston, 1965). Sex differeices do not affect
target identification performance (King and Fowler. 1972; l'arken, 1972).

5.4 Search Aids

There are aids to search which can help the observer. Knowing
somethir.g about what to look for, when and where to look, and how to look
will significantly increase visual capability. Search aids that have
been evaluated for use in visual target acquisition include briefing,
cues and cueing devices, automatic scanning techniques, and optical aids.
Also, as previously noted, training in observation techniques will Im.-
prove search capability.

Without adequate aids effective visual search is significantly re-
duced. While the eyeball is the best available all-around sensor for
target acquisition, it still helps to know where to look and what to look
for. The eye has a relatively small foveal area where most of our fine
detailed resolution occurs (Section 2.2). Assured target acquisition
performance requires that we place the fovea on the target. This rela-
tively small cone of detailed resolution, aliout 2* binocularly, requires
precision pointing. Hfelp in "where to point" is the function of search
aids.

The very real need for aids to search is clearly illustrated in a
study of target acquisition reported by Brown (1960). The objective of
the study was to develop and verify a method of estimating - - "detection
probabilities associated with the process of visually detecting a stat-
ionary vehicle from an attack aircraft", (Brown, page 1). As part of
the study eight pilots flew one mission each at 1500 feet (457 meters),
and one at 5000 feet (1524 meters) altitude. Flight speed in the T-28
aircraft was a nominal 200 knots (371 Km/Hr). This test exercise was
equivalent to reconnaissance over unfamiliar territory with no kind of
search aid. There was no briefing as to probable targets nor was there
even any prior familiarization flight over the area. The only search
aid of any kind provided was a map. Each pilot stayed 30 minutes on
station, flying a planned route over an Army field exercise area. He was
required to fly and navigate the aircraft. When a target was found an
=pire in the aircraft rear seat noted its location, that of the aircraft,
and the time on a 1:50,000 scale tactical map. The umpire did not pattic-
ipate; he simply recorded. The search area was 144 square miles (373
square meters) ci rolling, brown Califortla hills at Hunter Liggatt
Military Reservation. The targets were approximately 250 U. S. Army
vehicles, tanks, and personnel carriers which were present in the area
on an Army test exercise. The umpire later verified the pilot's visual
sightings by cross-checks with the Army reports of vehicle positions.
(The concurrent Army test exercise included accurate vehicle locations
as a requirement). The reported probability of detection of a stationary
vehicle in the open within 1500 feet (457 meters) to either aide of the
pilots flight path was 0.15 Srom the 1500 foot (457 meter) altitude and
0.03 from the 5000 foot (1524 meter) altitude. No targets ere detected



at ground ranges of over 2000 yards (1829 meterC). Surface visibility
was reported to be 30 miles (48.3 I'm) on each of the flying days. Fin-
ally, the Navy pilots had from 3 to 10 years experience in attack squad-
ron and five were Korean War veterans.

Clearly, without search ilde target acquisition suffers. This
section considers the ways in which search for and acquisition of targets
can be sided4 These include prebriefing, use of cues to aid search, use
of extra-observer devices as aids, and use of vision-supplementary tech-
niques such as binoculars.

5.4,1 Pre-briefinn

The traditional, most used, and in many ways most useful aid to
search is a thorough briefing about the target and target area. Adequate

-briefing provides two kinds of information. First, information about the
area in which the target is located, the terrain and related complexity in
which the target may be hidden. Thus, it reduces the uncertainty about
where to look. Second, it provides wore specific information about what
to look for. The standard form of briefing aid for target acquisition is
a map or chart. Aerial photographs which give a more realistic view,
either vertical or oblique, are also often used. Verbal descriptions
of the targets and the target area are typically part of the briefing
process as is any other intelligence information available. As illus-
trated in the cited report by Brown, with no briefing about probable
targets and no details about the area of search, the probability of tar-
get acquisition is low. That being the case, what kinds of briefing
materials are effective?

Maps are used both for navigation to the target area and' for more
detailed target acquisition.

The detailed subject of navigation is beyond the scope of this
cource book. There is an excellent review of navigation maps and tech-
niques in "Aeronautical Charts and flap Displays", JANAIR Symposium Ro-

A port, edited by McGrath (1966). Note, however, that navigational uncer-
tainty can indeed cause the target to be missed. McGrath reports that
navigational check-point average location errors are typically 1.5 nauti-
cal miles (2.8 Km) and tend to increase a distance from the inltial
point increases.- Thio could mean that the target area is missed; at

.. beet i.t =-y =.ananoffsat from the plained routo of attack. cGrath
(1969) reports a JTF-2 study which showed that pilots who were prope:ly
oriented on the final target run made fewer errors and acquired targeta
at longer ranges than those not geographicelly oriented.. When using
raps (or any other briefing materials) for target acquisition briefing
we must recognize the probability of navigational uncertainty.

While the use of maps an navigational aids has been well investi-

gated thero are few data on the most effective maps for target acquisi-
tion purposes. If a map is practical for visual navigation it is usually
assumed that it will also be useful for target acquisition. However,
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visual navigation depends upon the use of prominent check-points which
are also easily identified on the map. Targets are usually smaller and
more difficult to locate. An effective navigation briefing may not be
effective for target acquisition.

Heap (1966a) reports field test data showing that both navigation
and target acquisition performance are improved by increasing map scale
from 1/4, and 1/2 inch per mile to I inch - I mile, Figure 5-23, taken
from Parkes (1972), shows this relative improvement in target acquisition.
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PARKES (972)

Figure 5-23. The Effect of liap Scale on
Target Acquiaition Performance

However, a atudy of TV target acquisition reported by Parkes (1972)
uing naive nubjecto showed that, in general, addition of a section of
I inch - 1 mile map covering the final approach to tha target, to the
standard 114 inch - 1 mile route map did not improve target acquisition
performance. The only significant difference found van that the propor-
tion of targets correctly identified at a range of 10,000 feet (3048 -e-
ters), just before the targets left the lower edge of tho display, vUa
higher when the 1 inch - 1 mile caps were also used. The artificial
lower limit of 10,000 feet (3048 meters) range may have influenced the



results; the larger scale is useful ohly at: ctooer ranges. Naive sub-
jects could also be presumed to be less skillce at map reading than ex-
perienced pilots.

Photographs, either vertical or oblique are useful briefing mater-
ials. More detail is shown than on a map, even one of relatively large
scale. They also show textures and tones which cannot be represented on
a map. However, the very great detail provided by aerial photograph can
be confusing in some cases. (Thomas, 1962). Increasing detail does not
necessarily improve target acquisition performance. For example at a
recent symposium (Meister, 1974) R. G. Johnson reported thst using color
aerial photographe (in Viet Nam operations) as an aid to target acquisition
was very disap~petnting. (No quantitative data were provided).

Oblique photographs are valuable as briefing aids. Perspective and
masking, not shown on verticals, are accurately represerted. The view of
the target shown it% a forward oblique photograph depends critically on
the altitude and axis from which it is taken. Differences in altitude
and depression angle result in changes in the apparent perspective.
Different position of features appearing within the field of view, and
in apparent spatial relationship to the target, way also be confusing.
Where practical. the oblique photograph should be as nearly like the
attack position as possible.

Thomas, (1964) as cited in Greening and Snyder (1967), made an in-
vestigation using vertical photographs of real terrain viewed through a
TV with a four inch (10.2 cm) or two inch (5.08 cm) lens, which was
approaching the photograph at a simulated speed of 1000 feet (304.8 meters)/
second. The task was target recognition only. The results permit some
comparison between situations In which the briefing photograph was at the
same scale as the test imagery or at a different scale, and also the
situation in which a 1:50,000 scale topographic map was used instead of a
photograph for briefing. The results are shown in rabic 5-1. These re-
sults (for a very special condition) iudicatu that the more neaYly like
the actual situation the briefing can be the better will be performance.

Recognition Performance 'ji. Brief ing - Material Characterictics

4-in 102-0-~5 8 cm T.0 e

Photo Photo Photo JPhoto
Briefing, tame; Scale Diff. Scale -=* Different flap

Recognition tiP (sac) 36.4 59.9 54.1 61.8 60.3

Altitude at recog- 1 59.6 36.1 j41.9 1 4.2 27.7
nition (ThousAnd ft) (18.2 m) (11 M) (12.A m) (10.14 v) (8.4 r.)

_ _ IErrors/pet Tri1'W I 1/24 4/24 4/24 7/24 10/24
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Ruat, and Rawlings (1966) report a laboratory study using motion
picturo simulation to determine the effects of five different operational
typuo of briefing information upon air-to-ground target recognition per-
formance, The five types were as follows:

Type 1 (a) Ground-track map

(b) 500 ft. (152 meters) altitude oblique target
photos

(c) 1000 ft (305 meters) altitude vertical target
photos.

Type 11 - (a) Ground-track map
(b) 500 ft. (152 m) altitude oblique target photos,

Typo III (a) Ground-track map
(b) 1000 ft (305 m) altitude vertical target photos
(c) Notes from pre-mission briefing on a 10,000 ft

(3048 m) altitude strip mosaic showing vertical
view of the ground track.

Type IV (a) Ground-track map
(b) 1000 ft (305 m) altitude vertical target photos.

Type V (a) Ground-track map
(b) Notes from pre-miuuion briefing on written

descriptions of the targets.

Thirty subjects (6 per each type briefing) viewed motion pictures
recorded on a fligrht from Los Angeles to Bakersfield and return; thirty
fixod targets were used, tvpically large (resorvoir, airport) and medium
(A bridgo, ovorpass) in size. The results are shown in Figure 5-24;
clearly the first two types of briefing were more effective. This con-
luolon ia supported by statisticAl analysis which showed Type II to bo

significantly better in all but one of the several measures of response
tingdt in lnat one measure - percent errora - the Type I briefing wea

( , li~htly better, The results of this experiment indicate that thebest
brtsflng for target recognicio'. purposes i that which approximates most
olosIlV the imogery actusliy viswed by the pilot during his mission, i.o,,
oblique photographs.

Tho rosults &lo virled as a functicn of specific targets, Some
Wo t a rocognitad by all subjceat under all experimental conditions.
Nero p formance ws affected by variables ouch as target size, target
:prominence", or tarcet-to-bachgrov-4 contrast, In other words, the
easy to find" targats were roported .nder all briefing typos. Briefing
by obltque photou was especially useful for the hard to find targets.

A atudy using motion picture simuiation reported by Jahns (1969)
4lso indicats that briefing with photos is especially useful in aiding
rapid acquisition of conspicuous Isolated targets. For those targets am-
bedded in complex backgrounds the effectu are less spectacular; here tho
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requirement is for more detailed information about the background to en-
able the observer to make maximum use of contextual relationships. The
oblique photograph proved to be especially useful as an indicator of
target context.
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Figure 5-24. Ctunulative Percent Recognition as a Function of Range
for tho Reconnaissanco/Intelligence Conditions

Parkes (1972) investigated effects of briefing on TV target acquisi-
tion using simulation. liar data reported in the 1972 AGA.D symposium olso

f Indicated chat the more closely the briefing information resembles the
ajctuul targat and surrounding areA the more offective it im. Four differ-
ent types oe briefin6 materials were used: (1) maps only, (2) an oblique
to-scale line diagram of the target ireat (3) an oblique to-scale line
drawing, (4) oblt.que photographs of the target area. The oblique line
diagrum anJ line drawing were sketched fre dand bated solely on information
available from a 1i62500 scale map, The drawing woo oriented in the came
direction to the target as the .imulated aircraft line of approach, Two
oblique photon var* used, one slightly off o t from the tarset, Seven ex-
perimintul briafing conditions ware evaluated with aix experienced Royal
Air Force pilots acsigned to each briefing condition. All subjects were
alloved as much time zz necessary to study the br!ef ng -tcrils, typi-
caily 5-10 minutas. The target was a road junction. Briefing cond.6tions
and general results for each condition are as shown in Table 5-11.

(t
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Comparison of Briefing Aid I:ffeptiveneaa on TV Target Acquisition Using
Simulation

Probability Probability
Briefing Condition Cirrect Corisayive

(-Identification irrror

(1) Route map only 0.55 0.20

(2) Route map, plus 1 inch: I mile 0.50 0.20
map section

(3) Route map plus 1/4 inch, I mile 0.61 0.18
diagram

(4.) Route map plus 1 inch: I tile 0.65 0.25
diagram

(5) Route map plus map section plus 0.60 0.19
I Inch:1 mile diagram

(6) Route map plus "off sat" photo 0.76 0.19

(7) Route ftp plug "on-track" photo 0.68 0.18

(Route Hap Scale: 1/4 inch: 1 mile)

SOURCE: PARKES, 1972b

Statistical omparfsons showed that conditions (6) and (7)(photos)
were significantly better than the mAp brlefings, (1) and (2). Use of
the photo, (6) was alao better than the diagram, (5); and the diagram
(4) was better than the maps (2). The photograph, diagram, and map con-
ditions were combined and the results are as shown in Figure 5-25.
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Parkes" results suffer from one limitation however: the visual
simulation ceased at 10,000 feet (3048 meters) range. This may mean
j rhat the larger scale maps would not be as useful. The detail inherent

n them may not be as obvious as would be the case at a shorter range.
°For the tactical situation which was being simulated, release of a missile
outside a nominal 10,000 foot (3048 meter) range, her data are useful
however.

Classified field test results from Joint Task Force 2, Volume 7 also
indicate that the best briefing information is that which most nearly
duplicates the scene as viewed by the observer. The more we know about
the target area and the specific target the better target acquisition per-
formance is likely to be.

An investigation of briefing techniques was conducted as part of
the JTF-2 simulation series of studies (JTF-2, Test 4.1, 1968), as re-
ported by Bliss, 1974. Seven briefing levels were investigated.

Briefing level No. 1, which was the lowest level cf briefing specif-
icity, consisted of a designation of areas to be searched for specific
kinds of verbally described target categories. This was the only target
information provided. The pilots were, In addition, provided with 1:500,000

f scale aeronautical charts on w;Uich was marked the corridor they were to
fly. Conspicuous checkpoints were available and, presumably, the flight
paths indicated all went directly across the targets. At this briefing
level, for the 12 targets flown against, the target acquisition proba-
bility was 0.58 and the average target acquisition range was 6,400 ft
(1951 meters).

Briefing level No. 2 consisted of a much more detailed verbal,
written, and map presentation. Exact target position information (that
Is, geographical location) was provided and detailed flight planning in-
formation was available to the pilots. At this briefing level the target
acquisition probability was 0.68 and the average range at target acquisition

r was 7,700 ft (2347 meters).

At briefing level No. 3 all of the level 2 information plus high-
altitude vertical photographs of the target and its immediate surround-
ings were provided. At this level the probability of target acquisition
was 0.74 and the average range at target acquisition was 7,000 ft (2134
meters).

Briefing level No. 4 included all of the level 2 information pro-
vided, plus low-altitude forward obliques of the target area (presumably
taken from the correct azimuth to the target). Target acquisition proba-
bility was 0.78 and target acquisition average range was 8.400 fe,
(2560 meters).

Briefing level No. 5 provided all of the materials of levels 2, 3,
and 4. This was the "standard" briefing and was the briefing lovel used
in the actual flight test program. Here the target acquisition proba-
bility was 0.81 and the average target acquisition range was 8,700 ft
(2652 metero),



I IBriefing level No. 6 involved all of the information from level 5,
plus both vertical and oblique mosaics leading in from the final check-

points to each target. At this level, probability of target acquisition
S0.78 and average range of target acquisition was 9,700 ft (2957
erg).

The final briefing level, No. 7, involved first a level 1 briefing,
then a reconnaissance sortie at low level over the targets, and finally
a level 6 briefing followed by the target runs. At this final level,
probability of target acquisition was 0.82 and average range at target
acquisition was 9,900 ft (3018 meters).

The two significant changes in performance as a function of brief-
ing level were in going from level 1 to level 2 and from level 3 to level
4. Level 1 was the minimal briefing and level 2 was a detailed verbal
briefing. The difference between levels 3 and 4 was the addition of an
oblique photograph at level 4. Differences between levels 2 and 3, which
involved the addition of a vertical photograph on top of the detailed
verbal briefing, were not impressive.

Targevt difference accounted for 89 percent of the total performance
variation; while briefing accounted for 8 percent of the total, perform-
,nce variation. A part of this target difference was due to differences

target availability as a function of ground masking. When the effects
of masking were eliminated targets accounted for 66 percent of perform-
ance variation and briefing accounted for 26 percent.

5.4.2 Cueing

One very good w.y to aid visual search for targets is to cue where
or when to look. If the observer can place his narrow foveal cone of high-
resolution vision precisely on a probable target area and keep it there
for a few seconds inspection then the probability of target acquisition
rapidly rises. For our purposes a cue is simply a means of directing
the observer's attertion toward a specific location and, in some cases,

( t a certain time. rwo general types of cues exist, (1) those that occur
S-n the natural context of the target or target area, and, (2) those pro-

vided by some type of automatic aid using the total target acquisition
and attack system, Natural occurring cues are the subject of this sec-
tion. Target acquisition system techniques will be discussed in the
next section.

Nearly all of target acquisition research has aoperatd on the
assumption that the observer was searching for, and reacting to; the
target as defined by the briefing material and procedures. However, it
is evident that when an observer is searching for a bridge he is only
partly behaving as an image-matching device, lie also carries with him
.... --r,^ .-- O--f thA nAture of bridges. His searching for a
railroad bridge across a river will obviously be concentrated in river
valleys and will not involve a random or systematic scanning of the
entire terrain, He expects to find a bridge over a river at the inter-
section of the river and a railroad. River and railroad then become cues
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for this mission. If briefing materials are prepared with a knowledge of
what cues are usieful, and thus emphasize what cues are to be eXpetted,
better targeet acquisition performance should result.

A classified study reported by Levy, et al (1963) used a terrain
, k~ model and TV simulation (Section 6.4.3). The simulated problem wa to

guide a remotely piloted missile to a target area and acquire a pre-
briefed target. For both target area acquisition and more precise
target location the observers reported use of roads moot often as non-r Ftarget cues, and patterns of cultivated fields as their next choice.

L.aPorte and Calhoun (1966) performed a study specifically for the

purpose of investigating target cues. The simulation study was conducted
using a forward-looking color motion picture obtained from low altitude
over Southern California. The film was stopped periodically during the
approach to each target. Many of the stops occurred well before the
target was actually visible. At each stop, the subject was required to
estimate the location of the assigned target, to record his level of
confidence, and to describe briefly, in writing, the most important clues

* that influenced his judgment. While necessarily subjective and non-
analytical the results are illuminating. Based upon 4600 responses,
63 percent of the information about possible target locations was non-
target related while 37 percent pertained to the target or the immediate
target context. The most frequently reported non-target cues were roads,
the next were open areas.

Recent research reported by Mitchell (1971) as described by Parkes
(1972a) has also shown that non-target features are more important than
target features in determining acquisition performance. This work, a
study of subjective estimates of important parameters in target acquisi-
tion, indicated that the following three characteristics were of major
subjective importance; whether or not the target was visually prominent
against its background; whether the target was in a complex or aimple
environment; and whether there were mapped identification features (i.e.,
cues) around the target.

Freitag and Jones (1973) report a study of TV target acquisition
in which the four target areas were chosen so as to have different cue
value: (1) a road intersection which had little extent but a strong cue
value, (2) a railroad bridge where two large rivers provided strong cues,
(3) a road bridge over a single river with 50 percent contraat, and (4)
a second road bridge of same approxlmate size as (3) but with only 10 per-
cent contrast. Uhile the primary objoctive of the study was concerned
with TV FOV, the effects of strong cue value are clasr. :Mean saarch
timas for variou% FOV~s varied from 3 to 7 seconds anA avon the low-
contrast bridge was acquired in from 3 to 12 secondo. Theno times are
sigrifficancly laus thcl afi for 1b icf ad1 but un-ta etarbets; r 4ported
by borgert and Fowler (1971) or Snyder and Calhoun (1965).

The U. S. Army has conducted a otriee of tests to deteraine the
capabilities of helicopter crews to detect and t'hen redotect a selected
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target array (as reported by Thornton, et al, 1973). Helicopters with
two man crews (pilot and observer) navigated to a target area, and do-
tected a target array of seven tuctical vehiclcu at a range of 4 to 5 Km.
The helicopter then went behind mask, maneuvered to a firing position
"popped-.up", and redetected at 2 to 3 Kin. The target array was static
on some test runs, and moving for others. The crew members were asked
to evaluate what cues they believed to be important in their target de-
tection. The results are shown in Table 5-Ill.

Natural cues can be highlighted in hiiefing materials. Useful
context cues that have been proven valu. te are any outstanding linear
objects (railroad, roads, rivers, river _,nctions) large open areas
(airfields, lakes), and items with high natural contrast or large size
(buildings, storage tanks, farms).

TASL 5-ll1

Dttection Cues. TOW/Cobra

Detection How- C-bra Cobra
Cut Helpful Pliots Gunnere

Dust fro= 1. Ione 16 76
tArget 2. Slightly 12 20

3. '4oderately 4 A
4. Extremely 8 0

Taret Size 1. None 12 4
2. Slightly 16 32
3. Moderat ily 48 48
4. xtremely 4 16

Treet 1. None 6 56
ovcent 2. Slightly S S

3. 4oderately 12 24
4. Extrenely 12 12

' 1uloted 1. None 32 24
Veopon 2. Slightly 20 12
Signztur¢ 3. .oderately 36 16

4. Extreaely 12 48

Target 1. None 52 48
Shadov 2. Slightly 36 32

1. Hoisrate1 20
4. F.xtremeay 0 0

Color 1. None )2 4
Contrest 2. Slightly 12 48

3. Moderatel7 36 36
4. £xtrma~ly 20 i2

HOW 3. Iloio 6 4

4. sixtrly 60 0

e0 Percentages not ad~dn to lo0 &7e duo so "%o re:iponst".

Source: Thornton, vt ai.(1973)
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5.4,3 Syntem Search Aids

It is possible, and obviounly, may be very desirable, to provide
4 the observer with some sort of old to help him in his search for targets.

- Typically, the electro-optical (E-O) devices an a group - TV, FLIR, LLLTV,
etc., - are used to aid visual search. Since Chapter 4 discusses E-O
devicee in some detail they will not be considered here.

Other ways of artificially aiding target acquisition search have
been reported, however. Two general types of systems have been subjected

* to experimental trial, One group makes use of the aircraft's on-board
capability to more accurately predict probable target location in space
or time. The second general class depends upon come outside (the aircraft)
agency to help find the target.

Seeral on-board techniques have been subjected to experimental
evaluation. In general these search aide have not shown a large increase

* in range-to-target recognition but have shown a significant reduction in
numbers of targets missed.

Navigational uncertainty may result in a larger search area. Any way
to reduce navigational error should reduce the total search requirement and
thua bring about an improvement in performance. One of the more commorn ways
of reducing range uncertainty is by providing time-to-go information, i.e.,
informing the operator of the expected time of the target's appearance,
based upon some sort ot navigation procedures.

Rusis and Calhoun (1965) found that the provision of time-to-go infor-
mation, in the form of a verbal countdown evry 5 seconds as the observer
flaw to the target, significantly improved acquisition probability and num-
bei- of missed targets as compared ,:ioh the 'no countdown' situation. There
was however, no effect on acquisition range. A motion picture simulation
was used in this study, Subjects searched for 20 pro-briefed targets in
sequence on the filmcd run. The experimenter provided verbal countdown,
stwrting at 65 seconds before the target was duo and indicating every 5 se-
ends, i.e., 65, 60 - - - - 10, So 4, 3, 2, 1. Two aircraft speeds were simu-
lated, 198 and 792 knots (367 and 1460 Kb/Hr). The interval between targets
varied from 1 to 3 minutes at 198 knots (367 Km/Hr) and ves one fourth lese
at the higher speed. The subjects missed 23 percent of tergets with no
countdown but only 13 percent with countdown. Aircraft speed was signif±-
cantly related to target acquisition range, although even tt the higher speed
countdown aided performance. Figure 5-26 shows the results in ter= oe
recognition ranges.

One other possible approach to aid aearch which uses the aircraft's
on-board capability has been exporimentally evaluated by Sturm, Snyder,
Wyman and Rawlings (1966). Target pro-designation was used to display to
the pilot the expected location of the target no computed dynamically from
tha aircraft iner~ial navigatiott vyutem, In a notion picture simulation

experiment, 40 subjects were uned in a factorial experimental design. The
subjects searched for 15 difforent target o a 4peaed of 495 knoto (917

(
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KmHr). "Predesignatton" was effected by dic ling a bar to the operator
on screen (i.e., as if it were seen on the wind screen of a heais-up display).
The predesignation bar was in one of three positions, a horizontally oriented
cross-range-only bar, a vertically oriented range-only bar, or An intersected
range-and-cros-rane bar. rhree condiLions of navigational uncertainty
1/4, 1/2, and I nautical nille (.46, .92, and 1.11 KM) CEPa, were also
tested. The results showed a significant improvement in target recognition
performance from 42 percent with nb predesignation to 62 percent for all pre-
designation conditions combined. Mean recognition range went from 4704
f .et to 6876 feet (1434 to 2096 meters). Predesignation in cross-range or
azimuth was more effective than that in range only. Smaller size navigat-
ional errors also tended to increase recognition ranges.

lWO"

361 ta/iR)

l-

i' - '. -O 19eot9 -LJ.WTS

10('6 k 1f11

Sige s. Cur ntJOtA 797 nOT i

t: (470 R/K)

o0f G1oun COWDn4h a- 792 Yn 9 nots Vrl und an

.-

20

0. 4 05 . . 0.8 .9 1.0 2:6.2 3 - '324 1. 2.6 1.7 ORO42
0.19 0. 05' 6.74 0.:93 3.613 -.3 1 1 .85 Z 2 .2f' 2.41 2.6 2-78 Z.T6 3.15(W)j

WPMR~t PUSIS A10 CALH,It. 1965 ;Vito OF ECcSRECT PECOCN24120'

Figure 5-26. Cumulative Peorcent Correct Recognition as a Function
of Ground Range at 198 and 792 Knots for Verbal Countdowsz and

No-Countdown Conditions

Another search aid technique that has been inveatigated is that of( "freezing" the on-board display for several teconds, The recults show that
this technique can also improve target acquiaition in certain applications.
Display freeze is discussed in more detail in Section 4.2:1_.

Automatic target designation as an aid to Viual OerCh V35 invOcti-
gated by Harlowe and Dowden (1967) using a terrain table with a .a oonoor,

The observer task was detection and recognition of tnctical tye tariets in
search along a trail, road, or river. A Stenderd 5Z5-line V-sV s "lovt"
over a 1:1000 scale terrain table at an altituds of 690 feet {20 R tOrOs)
and at a varying speed depending upon d~sirod search ti e per target. Tho

conditions simulated were those of low altitude low apeed f u "
fixed look-down sensor angle. The senuor loo!k-engla tee )90 dfe es ta wth a
fixed field of view giving 600 (fonward) by 846 (Bids) f"tt (133 x 258 M.)

(5-50



I

viewing area. Three types of pre-designation were used; (a) the targets
were circled with a visible white paper ring placed on the model, (b) were
highlighted with svuill spotlights, and (c) the backgrounds were masked and
the target thus stood out. Adequate controls for practice, learning and
observer performance were established. The numbers of both targets (30)
and non-targets (i.e., 45 similar sized objects not tactical or military
in nature) were the same on all runs and all conditions.

Target contrasts, as measured, ranged from 5 to 70 percent. However,
23 of the thirty targets were in the 25 to 65 percent range. Search time
was an experimental factor; fly-over speed was varied to give 1, 2, 3, 6, or
12 seconds average viewing tite per target. Results indicated no perform-
ance difference between the type of aid used; although observers stated a
preference for the circle. Use of any aid provided a significant improve-
ment of search efficiency especially at the "fast" 1, 2, or 3 second times.
Overall detection and recognition times improved 10 to 15 percent by using

the aids. Figure 5-27 shows these results for target recognition.

E WITH S[EAAC AID

D WIIND AIDS

90.

80.l

40

.-4t 68 3

30

2 0

' i "SOURCE: ML04E MD M ENi (1967)

Figure 5-27. The Effects on Target Recognition
Proficiency of Varying Scone Time and of

Display Aids Using Television Simulation
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Other techniques that use on-board aids to visual search have been
noted in the classified literature, however, no controlled experiments
evaluating results is reported. The usual technique uses sensors to de-
tect specific types of radiation. The observer is then cued as to wher ro
conduct search for the target.

Outside (the observer's aircraft) aids to visual search are well
known. Here the target or target area is located by some other observer
and in marked to make the visual search an easier process. The most typi-
cal and beat known of, these methods is smoke. Target marking by smoke is
so well known and so well accepted that no experimental evaluations are
reported in the recent target acquisition literature. (D,,ring WucId War II
field tests of smokr.-types and uses of smoke in target marking were conducted,
see Hiddleton, 1952).

Another often used technique is that of verbal description, a sort of
on-the-spot briefing. As noted in the recent target acquisition symposium1. ("Pilots Panel", in Jones, 1972b) this technique is a very poor way tor rapidly acquire targets, even though it is often used.

The development and tactical use of laser designators (to mark targets)
and laser spot receivers (to locate them), promises to bring a neii dimension
to air-to-ground visual search. The target can be acquired by on-ground or
low-level observers and illuminated with coherent laser light. The aircraft
observer with a laser spot-seeker of some type can now be cued to look at
the exact location. Controlled experimental evaluation of laser Aesignation
techniques as an aid to target acquisition have not yet been reported in the
open literature.

5.4.4 Optical Aids

Aiding v. sual search by optiial devii; is as old as the first
telescope (anc as new as the most recent laser syztems). The most used
optical aid is hand held; binoculars or a telescope. Using binoculars to
search will, because of the narrow FOV, reduce the overall probability of
detecting a target. Thus, magnifying optical aids are primarily used for
recognition or identification. The target is first acquired by direct visual

4 search and then verified with the magnifying optics. Actual use of binocu-
lars does not appear to be as effective a search aid as supposed, however,
the evidence is anecdotal (see "Pilots Panel", in Jones, 1972b, for example).t Aircraft motion makes it hard to stabilize hand held optics. When a stabi-
lized optics system is used the result for the observer is often vertigo.

The stable, even visual scene he perceives is at variance with the aircraft's
perceived vibration and motion. Most observers in oArcraft are not able to
use stabilized optics for more than a very short time without experiencing
some nausea.

Cheever and Horley (1973) conducted a well-controlled field experiment
withthecb~ct~~ " i-#-.4nn tarape- 4clntification capabilities by

observers using a stabilized optics system in a UII-1 helicopter. Detection

was not an experimental variabl,e, the single target per trial was well-cued
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with a fluorescent orange panel. The obnerver's task was recognition (gen-
eral class of target) and identification (specific model or type). The
stabilized optics system provided 1.5. 5. 10 or 20 power mignification;
clear, red, amber, and green optical filters were available. The aircraft
operated at 95 knots (176 Kzi/Hr) airspeed and at 2000 feet (610 meters)
altitude. The flight course started at 8 Km from the target and closed
from there. The observers used te 2OX magnification over 3/4 of the time
and the lOX for all but one of the remaining trials. The results indicated
that even with this stabilized optic system neither troops nor vehicles
could be accurately identified (i.e., a probability greater than .90) at
ranges exceeding one kilometer. Figure 5-28 shows the cumulative probability
of identification uaing stabilized optics.

COUXsg a O
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Figure 5-28. Approximate Cumulative Probability of a Correct-By-
Nation Vehicle Identification vorsus Slant Range and Time

Another "optical aid" come times used is sunglasses. In theory the
glasses should reduce some glara and help to see through haze. Actually,
this does not seem to be the case.

Heckarto et al (1971) investigated the effects of wearing y'llow
* sunglasses (Bausch and Lomb talichrome C) to improve the observers' optical

environment. They found no difference in target acquisition performance in
a field test between wearing sun glesees and not. The sabjects observed
from the nose position of a B-S0 flying at 180 knots (334 K/m?'r) speed and
at 3,500 feet (1067 meters) altitude. Mean percent of target aites detected
was 69"percent for those with Classes and the same for those without.

5.5.1 Design

'his review of the literature on air-to-ground target search has many
ramifications for the designer of target acquisition systems and/or aido.

5 -53



In the case of aircraft designed for or being used for direct visual target
acquisition, most of the des'gn reco nendations have to do with providing
sufficient forward visibility for detecting and recognizing ground targets
out through the windscreen without impediments such an engine nacelles,
fuselage sections, wings, antennae, etc. Another obvious recommendation is
to prevent , if possible, glint or reflections off the windscreen into the
eye of the obnerver at various sun angle combinations. The observer should
be so placed in the cockpit that he has maximum ground area available for
searching with minimum masking. If the aircraft is to be flown at high
speed and at low altitude, he should have maximum target availability from
directly ahead to almost directly below the aircraft to facilitate eyeball
tracking (following) of the target in order to remove or minimize the high
rates of angular movement of these types of mission conditions.

In aircraft having particularly high vibtqtion such as in helicopters
means should be found to reduce the degrading tffect of this vibration on
target acquisition. One method of doing this is by designing seats with
built-in shock or vibration-decreasing mounts. These mounts should either
reduce the vibration to noneffective amplitudes or transduce the vibratory
spectrum so that eyeball sympathetic or forced vibration is Lliminated or
reduced. Vibration factors are particularly important when visual aids such
as binoculars are used in searching for ground targets. Stabilized optics
are one method of combating the vibration and aircraft movement effects
which tend to make search and visual tracking difficult if not impossible
under turbulent or aircraft maneuvering conditions.

In the design of electro-optical systems to be used in search for
ground targets, the design p rameters-are considerably more numerous.
Scene stabilization and gimbal order hbvebeen shown to have considerable
impact on the effectiveness of the cockpit observer. The gimbal system
should provide scene stabilization for both searching for and for tracking
of possible targets. The field of views of the sensor must be selected
so as to provide a comproAse between maximum ground being covered and the
magnification of the scene for sufficient detail so that the observer
can determine whether a possible target evists in the terrain heing imaged.

'r- The display located in the cockpit should have sufficient quality, reso-
lution, brightnes, WF, size, and viewing distance so as to maximize scene
search by the observer. (This topic is covered in more detail in Chapter 4,
Displays).

5.2 Operations

The literature has also emphasized the importance of training and
briefing in air-to-ground target acquisition performance efficiency. Air-
borne observers should be taught ecanning and search akills necessary for
mnoximum around coverage utilizing peripheral vWion for rapid scanning and
the ability to quickly reject nontarget clutter. A . .ug. th-is i- beU
being dona at the present time, the equipmnt is available for uce in training
that has been used in research on search bealmvior.
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Several studies have indicated that adequate briefing is very important
in detecting targets where scene search is required. Every effort should
be made to improve the briefing methods prEsently being used by the opra-
tional forces such as photographs, maps, etc. Allied to idequate briefinn
is the use of "cueing" devices such as radar, navigttional equipment, etc.
The uce of these equipments considerably improves the efficiency of search
behavior by reducing the area to be searched. Mission planning should
carefully consider the type of terraia to be searched, the type of targets
to be located and intelligence infouiation when jaaigning type of 4ircrxft,
number of aircraft, altitude and speed to be flown. Multiple aircraft
should be used to search for difficult targets to increase detection probu-
bility, particularly if the targets are high value; a single aircraft should
use multiple observers to achieve zhe same effect. Search patterie should
also be devised to take into consideration the difficulty of detection,
using t~ghter patterns over less territory when target/terrain conditions
make for difficult detection, widening the patterus whan searching for
"targets of opportunity", etc.

Another important faatnr is the seleztion of flight peran nl w o ho
the basic visuel (physiological) equipment such aa visual acuity, zovomont
threshold, end perceptual skills to make good aivborne observers. Although
A good part of search skiU. efficiency to learned, the basic c&pAbiitj
should exist prior to trcining. Standardized tests could bo devised to
both select and train observers to scaa rapidly and process visual information
rapidly.
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CHAPTER SIX

PREDICTION AND EVALUATION OF TARGET ACQUISITION

6.1 Introdtuction

This chapter discussas the evaluation 1and prediction of operational
target 4cquisition, the techniques that have been used, the effectiveness
of those techsliques, and, as a rnsult, how operational target acquisition
perforr.Ance can be predicted And ovaluatd.

Mathematical model#, aimulators, and field tests will be discussed in
that order, While this ordor of presentation is som.what arbitrary, it does
ruflect the claosical scientific approach: Develop hypotheses (models)
bosed upon e.xperimental and other evideace; test the models in controlled
conditions (simulators) and verLfy the performance in real world cc. ditions
(field teuto); and finally, use the results of these teots to further mod!y
and update the models.

Ths review of prediction and evaluation techniques will show that the
reported results are inconsistent among various methods. Tiho reasons for
this are sa complex as the problms of target acquisition. At this tin- it
is imprcticAl to mesure !-r pvadict, and/or control, all variables involved
in target acquisition, lThu, the practical evaluation process relies on a
serieo of controls and eiWlifying assumptions. In many of the evaluation
and prdictiop, techniquep, those controla or assumptions are often not
tpecifiad in Oatail. The typc: of simplifying conditions and assumptions
uued also copen'- upon the evaluation or prediction method. Hathemtical
wodele, for example, mst often ignore cognitive and motivational factors.
'Jhile field tests with oboervers will obv.ously include these same fectors

-. in soom degree, the presumption is often mode that all observers are the
sam., Rarely are thOse asowoptions or simtlifying conditions spelled out.

They usually must be inforred from the conditions of the test or contents
of the model. But each avaluation atnd prediction technique that has been
used has ceqtoin advantages and limitations, due in large part to the
inherent assumptions of the methodology involved.

6.1.1 Evaluation Mthoda

The three techniquos that have boon 4csed to assess and predict target
* - acquisition proceduros and y~trems cre:
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1. Mathematical Models

2. Simulators

3. Field Tests

The major reason for usixg thu.e techniques is to be able to predict
operational performance. Nthomaticel models are usually considered
prinarily as prediction methods, while field tests and simulator
evaluations are considered od Lost methods. Yet all three are useful
for both evaluation ond prodiction. By varying the mathematical modal
parameters, the concepts cui be "tested." Field and simulator tests arc
most often used to evaluate target acquisition systems or techniques. The
results of these tosts, however, can be used to predict the effectiveness
of that technique or system in other operations. The results of the tests
also can be used as inputs to modols or as partial validation of the
models.

Figure 1-2 is repeatad here as 6-1 for emphasis and further reference.
The figure show# those elaments that the review of the research has shcn
to be important.

6.2 Mathematical lHodele

In this section the awphasia is upon mathematical models of tie total
target acquisition pocesu, Certain important submodel developments,
such as atmospheric affect#, are noted in earlier chapters. System models
consider the problem from tArget to observer as a combination of events
from target conditions through the atmosphere to the observer, or to a
sensor/display system, and than to the observer.

6.2.1 Model Approachcs

Mou4ina of a complgs problem such as air-to-ground target acquisi-
tion may take one of two d aferant approaches.

The first dependa upon basic research, and is interested in finding
the precise rolationships btwoon the key variables. Tha research is
quantitative and trios to undurat nd how, why, and how much each variable
affects performnce. Thi baic approach is usually long-term and is
often stimulus, rother than responee, oriented. The be-sic research
approach is analytic-constructive (Bliss, 1966). The problem is broken
down into key olearanta, tho geparate effects of these elements are
analyzed, and tile individu6I parLd 4re cobIneA4- ivcm_ 1 . l fanhion
into a predictive model, The traditional approach to target acquisition
models has boon, first, to modaL the search and detection process. The
model builder then includou the necessary size requirements, usually or
as a minimum visual angla oubtendad at the eyeball or as a resolution
term for elactro-opticAl (i-0) systems. Characteristics of the target
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.hapu and of the related background are considered, either as confusing
objects, background clutter, or an a signal-to-noise ratio for models
of E-O systems. The effects of geometry, relative speed, altitude, and
atmosphere are used as given valuer; from other models, handled ON inputs,

'* or ignored, Human performance problems are most often not considered.
The model builders naturally tend to concentr.te on quantitative varl-
ables for which numerical values are well established,

the second approach is operationally oriented. The modeler predicts
performance ih a specific real-world situation often based up'n field
Cet data. The values of variables are limited'to the actual values
measured in an operational environment. The response as well at the
stimulus is an important consideration. The operational model is usually-
less precise and may not be as mathematically elegant. For many target
acquisition problems, however, the operationally-based model may prove
to have more general predictive power.

Most of the best known target acquisition models use the analytic-

constructive approach. These models are based upon what is known about
human vision, the effects of the atmosphere, the transmission of light
(or other electromagnetic energy), and .he geometry of aircraft-to-targot
search area. The models are, as a result, often difficult to use in the
operational situations, tend to emphasize only target detection, require
extensive mathematical processing (meaning computers), and most often
are not well validated. (See, for example, Greening, 1973.) However, pre-
viously the analytic-constructive approach was almost the only practical one.
Sufficient field test data and a better understanding of the human factors
elements in the target acquisition process are more recent developments.
As a result, many of the later modeling efforts include both basic and
applied Information.

6.2.2 Model Classes

The generalized air-to-ground target acquisition models are some-
times also divided into two classes depending upon the type of "sensor"
involved.

a. Direct vision models, In these models the observer
is airborne and is presumed to be searching only
with his eyeball.

b. Electro-optical models, In these models the
nbsrver 4a preall a he sart.hing a cathode
ray tube (CRT) display while a sensor scans
the target area.

lit practice this class distinction is not a clearly defined difference.

Several of the better known direct vision models have telms that can be

added to allow consideration of E-O sensors and indeed, the HAISAM I

W

6-4



and (RC models were originally designed for E-0 sensors (Schaefer, 1968
and Stathacopoulous, 1967). In turn, the U-0 models often include terms
and concepts from direct vision model formulation. An excellent de-
tailed analysis of direct vision models is reported by Greening (1973).
A summary and analysis of the principal E-O models have been reported
by Mendez and Freitag (1972)1.

6.2.3 Early Model Development Influences

The history of target acquiiition modeling parallels that of target
acquisition research. During and before World War 1I the problems of
finding targets from the air became obvious; alot,, with the operational
need came a requirement to predict target acquisition capabilities. The
problems of acquiring "targets" at long ranges had bden subject to re-
search well prior to 1940, as well as to analysio and even modeling of
the atmosphere (see Middleton, 1964). A concerted effort, however, was
made during the war on the problems of assessing and predicting target
acquisition.

A systematic attempt to model the air-to-surface visual search pro-
cess was conducted by the U.S. Navy during World War II. An Operations
Effectiveness Group (OEG) team developed an air-to-sea search model whichf forms the basis of many of the present models (Koopman. 1946). The ORG
modeling effort was a very broad one. includina surface and airborne
observers, radar and sonar sensors, in addition to air-to-surface visual
performance. The model of visual search was prepared by E.S. Lanar.,
Lamarla work on visual detection models is available in the NRC publica-
tions, "Visual Search" (Morris and Horne, 1969).

6.2.3,1 "Visual Lobe" Concept

Lamar's approach to the air/se& and detection problem was to use
relevant psychophysical laboratory data. From these data on human per-
formance, Lamar developed the concept of a "detection lobe," aimilar to
a radar concept which had just come into use. "Visual lobe" in a mathe-
matical construction which simplifies calculation. For some probability,

1 The discussion of the material relarding target acquisition
modeling is essentially from Greening (1973). Particular
credit is given to the excellent target acquisition model
evaluation by Dr. Charles P. Greening.- -The-.-materials are
used with the perminsion of the author end the Naval Weapons

outstanding effort, the authors have chosen to ue Greening's
material directly. In the interests of reading clarity and
ease, detailed indications of quotations have -been eliminated.
Any errors of editing or interprntatlon mt,,tL of c~urse, ba
the responsibility of the authors.

F
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usually .50, there will be a certain probability of an off-visual axis
angle which bounds the shall of the "visual lobe." Inside the lobe. the
target is assumed to be detected and not outside it. Lamar's visual
detection lobe equations defined the value of target/background contrast
which would be barely diucernible, as a function of target size and of
visual angle off-axis, Ilis defining equations converted to an opera-
tionally useful form are:

CT u 1.55 + 15.2 for 0 <0.8'
Ta2

and CT - 1.75 01/2 + 1 2 for 0 -0.8'

where ,I is angular subtanse of the target (min)

0 is angle off the visual axis (deg)

CT is apparent contrast in percent.

Lamar then developed probability of target detection for linear and
area search, as a function of target angle subtense at the eye, contrast,
and search area. The expressions were based on assumptions of random
search, which is appropriate for air-to-sea situations whsre the visual
field is essentially unstructured.

6.2.3.2 Atmospheric Effects

Also during World War II the camouflage section of the National Do-
fense Research committee did an extensive study of the visibility of
distant objects through the atmosphere (Duntley, 1948). During the same
period, Blackwell (1946) was conducting the detailed studies of the con-
trast thresholds of the human eye. (See paragraph 2.3.4, Chapter 2).
Based upon these Blackwell data and related works, a mathematical descrip-
tion of the theoretical threshold of visibility was develop,2d. The results
were presented as a series of noographs which predicted the liminal via-
Ibility of a circular shaped target seen through the atmosphere against
a background of horizon sky (Ountlay, 1948), a situation not usually typi-
cal of the condizions involved in air-to-ground target search.

A nomograph for slant range looking down.through the atmosphere,
more typical of air-to-ground search, was also developed, A version of
this is reproduced here as Figure 6-2 (ito-w ""l-dlatcn, 1952, pasce 129).
The nomograp' requirus knowledge of target size, mteorological range,
sky-ground rAtio, and target-to-background contrast. Depending on the
size of the target, the threshold slant range in yards can be determined.
To use the nomograph in Figure 6-2, plece a straight edge to connect
the proper sky-ground ratio with tho inherent sccne contrast. Hold a

pencil at the point where the straight edge intersects the right hand edge
ol the nomogram. Rotate the otraight edge to the correct point on the
metoorological range acale. Tien locate where the desired tatget Gize
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line interuuecta 0141 ULraig4ht edge. Read down (or up) to the a1ant range
V value. Note that thu silant range obtained is the expected maximnum detec-

tion range for a round target under ideal conditions with a theoretical
95 percent probabillty of successi. Ibis or the Duntley ulant range liminal
visibility &ubmodel is still used in many target acquisition modeling
effortai,

V'ACC4 CW A ItANS1

*0

vN

-14

SO(IRCC: MIDDLETON4. 1952 A(OCIit

rigure 6-2. Sighting Rangu of Circular Objects on the Ground, Seen
Prctn the Air in Full Daylight, B~ased on the Tiffany Data for
Circular Targets, at a Probability of Detection of 95 Percent

* 6.2.3.3 Taraznt R4~e and Contrast

The early research "~y Blackwell regarding similar targct oiua and
contract in unad no basic data in most detect'ion maodels. A vacond miource
of data also used for target detection models, in the aeries of stuzditso
porformed by Taylar and otherS at the University of Californiiz Vivibility
Laboratory. Simple dine targets were used varying in size from 1 to 120
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minutes of arc and in contrast and luminance. The conditions were modi-
fled to includu cases in which the target was off the central visual fix-
ation axis by known amounts (see Figure 2-14). Detection thresholds for
objects other than circles have been investigated experimentally by never-
al workers, including Lamar, and by Blackwell and associates. The use
of the "circle" data has seemed relevant. Generally speaking, detection
is not affected by the change from circle to rectangle, at leaut until
the length/breadth ratio reaches ten (Davies, 1971).

The work done by Koopman, Lamar, Blackwell, and Taylor primarily
concerned search and detection in a uniform visual field. nhile visual
capability such as shown in Figure 6-2 bounds visual search, it is not
realistic to predict target acquisition system performance entirely this
way. Thus, as nodeling of target acquibition developed, the models have
also considered target shape, masking, clutter, and cueing, and a number
of other variables.

6.2.3.4 Resolution for Recognition

Simple detection of an object in the visual field - the model devel-
oped by Lamar - is not the complete target acquisition process. Recogni-
tion of what the object is and, under certain circumstances, identifi-
cation of the exact object are required. The criteria for recognition
and identification adapted and used by most analytical models have been
those developed by Johnson (1958) (see Chapter 4, Table 4-I and Section
4.2.1). Te "Johnson criteria" require four resolution elements or line
pairs for recognition. The report by Drainard (1965), which established
3.2 line patre for recognition, has also been used in several models.

6.2.3.5 Clutter

In tactical operations the target usually is one object among many
in the visual field. Target acquisition requires searching to select
the target out from the non-targets. The :oference data most used in
the models are those of Boynton and Bush (1955,1956,1957). (See Chapter 3,
Section 3.2.8). Those studies investigated in laboretory search experi-
ments the .olationship between number of objects, size, contrast, spacing,
and shape. They devaloped a mathematical description of their data as
follows

Log (C 2.34) 0.0857D + 1.565 Log (i" + 3.021) 1.52

where

C is percene contrast of target to backgroundT

D is distance in meters to the searched area

N is the number of "confusing objects" in the background

t is the search time in seconds.
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6.3 Target Acquisition Hodels

The major eventa In vieual target acquisition model deYgioptnt, ara

=" shown in Figures 6-3I and 6-4. A detailed review of the moot ueed mwdeni

k to include data procesling requiretents can bo found in Gr ni'a (1973).
An is evident from the f(iureso some modela are orly conrtned with tarikt
detection while othern include the recognition and acquisitior functiont..

All but three of the viaunl models are ;Rnalytic-cntructiv, and baled
primarily upon labor tory "scarch" data. Mtost of themo luvo rto been fully
validated in an actual field tent.

1 0

I $ Y

l : &Yu....

(1Az"" K

5RCM. DE.,tO, )9,13

~gura G-3,. A~jor L~vlts in Targo.t Deteat;.on Modol Deve~lrpmnt
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Figuro 6-4. Major Events in Target Rezognition and
Acquisition Model Devulopment

(Trtain model approaches have been influential because of their unique
appra.h, now concepts, incorporation of original ideas, or even wide-
8proad use. These models include the early efforts of Koopman/Lamar,
the QC and failey-lAnd concepts, HARSAM 11, and the Franklin and Whitten-
burg modal. The =re significant and important models are reviewed in
thia se'ction.

Kcuiy ca*gat acquisition models are in use, primarily in private
org.izatios and thus not norrally available, particularly when E-O



sensors are used. Models that are discu,;sad in this section, however,
represitnt, the moat significant in terms of folmilation, approach, or
wide use. To the beat of our knowledge, no other models are available
which are more appropriate or particularly unique. Greening (1973) in
his review of visual acquisition models lists 20 different models. A
review of all models practical for consideration in this section includ-
ed those 20 as well as 17 more. Of the 37 modela, 10 are included in

this section because they are unique, well validated, or widely used.

6.3.1 The CAL Ryll Model

This model was developed by Ryll at Cornell Aeronautical Laboratory
(CAL) under contract to the U.S. Army (Ryll, 1962). T7he objective was
to predict observer performance from low speed, low flying Army aircraft.

Ryll with direction from the project director, Arthur Stein, used
a straight-forward analytic-constructive approach. A detailed series of

- .*flow charts was developed. These charts are excellent examples of the
carefully developed analytic-constructive approach. Figure 6-5 is a
copy of Ryll's basic flow chart of the target detection probability
process. Figure 6-6 is the detailed flow chart used for the aerial
observer model. As is evident in Figure 6-6, much emphasis was put on
the problems of terrain and vegetation masking, largely because of the
contract monitor's interest (A. Stein, personal communication, June 1,974).

EAO IN PIl11 ED PARAEI TENS.
CONTRAST. SPEED, ALTUDE. SUN ELEVATION. SUN AZIMUTH.
TERRAIN IEFLECTAHCE. ATtIOS PHIRIC CONTIONS. TARGET
CH~ARACTERISTICS

SIT OBSERVER OVER INITIAL POSITION

CI' CULATE DIRECTIOs4 OF LINE OF SIGHT (FROM SCAN PATTERNI

ERA1N SRCUI4ING AREA F05 TERRAIN MASXNG

CHOOSE INITIAL. FOUT CH GROUND RELATIVE TO OBSERWVR

CALCULATE EFFECT OF fOLIAGE

CALOJLATE GEOMETRICAL RILATIOIILNIPI
SELEC ~1~ EW RAGE, LtWHIATION ANGLE, MAIVE SPEED

POIPI *11LA11WE
Too.s..v CALCULATE EFFECT OF ALL HU40AH VISUAL FACTORS

L W1117942, CONTRAST, BRIGHTNESS, 
ETC.

sot y~p INCORPO2ATE RELL114G VISISILITY I'VOWLILIT11

1AIN-OTOY11"IT SUP.ROUNING AREA INTO TABLE OF CUM4ULATIVE

I |ALL POINTS CONSIDERED

LHSE MOVE OBSER VER ALOXG FLIGHT PATH

PRINT OUT MAPL IESUTS'

+ -SOURCE, RYL,,, 1962

Figure 6-5. Basic Flow Chart for Ryll Aerial Observer Model
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MODEL OF AERIAL OBSERVATIOH PROCESS

READ C z CONII4ST OF IARGET

- SPtED(rlSEC)

h = ALTITUDE

A SUN ELEVATION

z SUN AZIMUTH

SKY GOUND RATIO

7: it ATTENUATION OF ATI4SPHERE

r ILLUINATION

DARK.RIGIT RATIO OF TARGET

lEDTRAIN I(X,y)AND FOLIAGE w, q;r. , s

SET '* Oj

FIND j(%,jf RELATIVE TO OSSERYER

FIND it. 4, eYr. RELATI VE TO OSSERVIR

- FOR GIVEN DOES IEAVY IUSH (DENSITY>?$$) INTERCEPT LINE OF 31 s, -I

ChANGE 0 by d

I ACCOIDINO TO SWEEP

PATT1R AT END OF CHART

COER T TO CYLINDRICAL COOROINATC SYSTEM

SOURCE: RYLL, 1962

Figure 6-6. Detail Plow Chart of Ryll Hodel of Aerial Observation Proceas
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II thi.It model, the OuIput watil an 'overall probability of ,;ecitug the
target" Ior any target po|ii on for each glimpse. Thin probability is
derived I ron the product uif 11 (probability target is unmasked), PC
(probability of detectl ug contrast), and 11n (effect of trees and non-target
objects). The output i; a plot of the search area with a probability
value for each point it) the area. The "Comprehensive Model" was never

V. computer programmed, however (A. Stein, Personal Communication, June
1974). instead, a ".imp] ified Derived Model"* was comnpleted. This model
provided sIngle-gHlimpou detectability of a specific target (5 foot sphere,
100 percent contrast) in a specific terrain (flat, no foliage) with bright
Illumination, no shadown, and no atmosphere. A number of plots of detect-
ability as a function of altitude, speed, and look-down angle are presented.
Figure 6-7 is a copy of the typical output.

The value of the Ityll model is in the systematic consideration of
variables as shown in Figure 6-6. These concepts have reappeared in sub-
sequent models such a tho GRC Model A and MARSAM I, and the "Confusing
Objects" Submodel of Crooning (1973). There are no reported field tests
of the Ryll model.

6.3.2 GRC Model A

The General Research Corporation Model A was designed for a classi-
fled F-0 system and includes an operator/display element for a fixed
frame 5-O system (Stathacopoulos, 1967) The GRC model has proved to
be an influential source of ideas for target acquisition modeling, The
CRC formulation included idean originally developed by Bailey, although
the Bailey-Rand model (Section 6.3.10) was formally published at a later

date (Greening, 1973).

The model partitions the target acquisition process into a number of
functional block3 ( search, recognition, ccnfusing objects scrutiny)
which are treated as th(oug{h t ttsi fcally independent. For each block,
relevant experimental 1nfa are uxed and m.odeled analytIcally. Subsequent
to Its publication, the GRC Model A approach waa used, with only minor
changes, for major pottion; of the MARSAXv 1i Display and Observer oub-
models and haa alao provided a part of other model formulations.

The model structura Ws shown in Figure 6-8. The probability of de-
tecting and recognizing a target is:

PDR P
1 P 31? 4

shoere

P1  is probability of "seelng" target (a search submodel),
iauSd on RIArkaCll ' s lahoranorv data

P2 iff prl,SIWitL or recogfnition

P,, is fi multlplii-object confuion probability

P it it ailtnal-to-noise, degradation f..ctor
(.t rvecdid in the direct visual case).
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SOURCE: GREENING, 1973
Figure 6-8. GRC Model A - Observer Hodel Structure

Search and "Seeing" Submodel

Pi is based on the assumption of a fixed amount of time (the frame
time) to search a fixed field (che displayed sensor FOV) under a
limited range of luminance levels, representative of CRT displays. It
is assumed that the target is randomly placed in the field and that the
observer's visual lobe is randomly moved across the field from glimpse
to glimpse. Under the assumptions,

p I .1 (1 - P)n

where
h P is the single glimpse probability of detection

9
n is the number of glimpses in one frame time.

The single glimpse probability is determlned from:

?g ft PD
W P D

Whure P D is evaluat-d acrosa the display area from three equations:

P1/2 1lexp j z. -A1/ for CR>.

03 for CR<0.5
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with CR9 the contrast ratio, equal to C/CT

where
C i apparent target/background contrast

C T  is threshold contrast.

This expression In a representation of Blackwell's data (1946). Threshold
contrast cn the visual axis is given by:

1OgO CT T 1.033 - 1.845 (loaIoB >-0.142)
logl0B + 0.142

where B is angle subtended by the target at the eye (rin) and threshold
contrast off-axia byt

Io + _1.803 0 - 0.54)
C T TB 0.4

where

0 in angle off-axis in degrees

a3 it target subtense in mint4tes of arc.

This expression In fitted to data obtained by Taylor (1961).

No lumit.4nce term is includ:td because, for an E-0 syatem, display
luminance was expected to retain near 10 foot lamberts.

The factor, P , which is computed in the manner described above, is
not called a probability of detection although it is obviously related
to detection, as it is defined by othur workers. In fact, much of the
methodology was adapLed for the MARS/M II Detection submodl,

Recognition Submodol

The basic exproasion for recognition is

P2 - ORp N 3.2 for N 3.2

0 for N < 3,2
L

where N number of resolution elements across "ne target image. The
expression for P12 to based upon data obtained by Brainard (1965). These
data were selected for the submodel because Brainard used an olectro-
optical aystem in hi oxperient, This is not a relevant argument for
using the exprosilon in direct visual models, but it ls used, subutitut-
ing visual. resolution for E-O sensor resolution.

6.-21 "



Confulliug ObjectH Submodel

The effect of confusing objects In the field of view Is accounted for
by computing:

1.29

whore
M is the number of confusing objects in the field

T is the frame time.

This formulation was developed by Ryll, Cornell Aeronautical Lab,
based on data collected by Boynton, et al. (1958).

Noise Subiodel

The basic exprension is

,-.o -[S/N-ll SIN > 1
P 4

.0 SIN < I

whore

S/N is the ratio of input signal to display noise.

The GRC model's segmented structure was unique when ft firsc appeared.
The first three terms in the trodel were developed based upon laboratory data.

An early comparison with data collected by Oatman (1965) showed that
the model prediction conformed to the TV observer daca uithin the limits of
experimental error for vehicle targets. Another comparison with data
obtained from thermal imagery .of personnel targets in Southeast Asia was
alno good.

In both validation studies, the majority of the crucial parameters
are largely equipment-specific, which reduces the general applicability of
the findings,

6.3.3 HARSAH 1I

The Multiple Airborne Reconnaissance Sensor An -, 'Ido, (MARSAX)
wan developed for the U,S. Air Force during 1967-4# ' -A . r.i.,
ad lleitzmann, at al,, 1968). KARStiI II is a tm-' .4 oo4e an-i, Jo.-

ocribed in terms of separate subhactions. th. di-euted tormula., was
derived from the GRC model. HARSAM II is re , -. ,4d as probably th st

6-22 I NOT REPRODUCIBLE
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used current model (Creering, 1973) The model develops probability of
detection (I d ) and probability of recognition (Pr) as single numerical
values for a single encounter of one observer, rFIgure 6-9 shows the
Visual Observer Modei. The subuodels are combined to produce Pd nnd PI
as follows:

Pd P PLOS * P*ds t P*dl ' P'd3

and

Pr d r

where

Pd " probability of detection.

PLOS - probability of the eistence of a line-of-sight to the target.

P*da a probability of fixating and dwelling upon a target element.

P4 di "* a probability of detectability.

P*- - a probability of confusion between target aod non-target
objects.

P* - probability of recognizing a detected target.

rP r conditional probability of detection and recognition.

In the model Pd and Pr are numerical values for a single encounter.

The search submodel does not reference any data or theory. The
authors state it to be principally an hypothesis (Schaefer, et al., Part 11,
page H-5). The physical area of search is described as the area around
the nor!.nal line-of-sight reduced by the minimum look down angle of the
aircraft and the maximum meteorological range or terrain masking. Thin is
rurn.ber reduced by those areas in which targets are not likely (for example,
a lake); it includes only the total area of all target elements, (thus
assuming that all areas do not have to be searched). Finally, the prob-
ability oi a line-of-sight to groumd is averaged for three defined ranges
usually near, medium and far. Search time is a function of aircraft speed
through the search area and tha size of the assumed aircraft to target
offset. Search time nd off tie vi4sal fixan'oa (0lmyen9a1, .r.A AM-

bined in a complex derived function that includes car;3et size, contrast,
target number, number of confusing objects and a five degree cone of vioatsl
fixation per search area (Figure 6-10).
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The MARSAM I descriptive literature calls their target detection
( submodel a "Target-Element Si,- and Contrast Submodel," but the output

is a probability that the target element is detectable. The Detection
Submodel is patterned after GRC Model A, which in turn is based upon
Blackwell's laboratory data. The Blackwell data are adjusted by shift-
ing the threshold contrast axia by 0.75 log units, to account for de-
graded performance in non-laboratory situations. This degradation was
selected on the basis of a discussion by Davies (1965) of the U.K.
Royal Aircraft Establishment (RAE).

The confusing objects submodel is derived from that of Boynton
(1958). Ryll (1962), Section 6.3.1, developed an algebraic expression
for the Boynton data, which is used in MARSAM II. The number (density)
of confusing objects in the target area is given as an input to tb
model.

Target recognition, for both the visual and E-0 models, is based

on the formulation used in the GRC model. Both models use Brainard's
data of 3.2 resolution lines through the target for average recognition.

The validity of MARSAM II model has not been reported as having
been evaltntod in field tests. The detection, recognition and confusing
object dlels arc, as noted, based upon laboratory data. The search
subrAtl " i re hypothesis and the assumed relationships between sub-
mcil s e proven.

6.1.4 ,

pment of a visual target irquisition model was one objective
of t t 2 (Joint 'id- Force ' Lest program. W. It. Bradford (1966),
preparlo' e first ibc i .9d icription of VISTRAC.

'Ts optical itopertto it the eye during search were drawn primarily
fto, ,anar. Bradt-rd pogitl'Ated that tho distribution of acquisition
time was continuot" Ho defined a quantity called "rate of target
acquisition," and tt=--,. tt as a continuous function of time, one which
has a derivat lvo at all times, again followi.ng Lamar. This t'reatment
of the search process leads to a cuulatlve probability function.

has cit iutaly varying angle between ine-of-g1h and rla-te-

target is ( siparod and used to evaluate instantaneous ra%:e of acquiRitiorn,

The thrve constants in the Bradford model were selected to match
data from a 6' Ala target in the Boeing motion picture simulator study,
done onlor 'it 2 sponsorship (Bradford, 1966). Validation studies have
used tho -2 field test data (JTF-2, Test 3.1, Annex C). The usual
concept irget acquisition as etection, recognition t.nd identifi-
cation w:a iot used in the modil. The rate of acquisition probabilities
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is for pre-briefed targeta. There is no resolution term in the model.
The probability of acquisition is presumed to include detection, recog-

(nition and identification of a target.

The basic expression for target acquinition probability is:

IA(cum) - 1 - exp 1-kf m (CT-b) m  dti

u

where

PA(cum) cumulative probability of acquisition
(i.e., detection, recognition and identification)

SU t0  - integration limits - tima unmasked t , to
t time masked, tm , (limited by aircrafd structure)

CT - contrast ratio or apparent contrast/threshold
contrast

k a constant, related to task loading. Empirically
evaluated from the JTF-2 data at 0.009 to 0.018
depending on aircraft and task.

b a constant - the minimum CR, below which no
acquisition occurs. Empirically determined .- about
0.62.

m - a constant - empirically determined - about 1.9.

The structure for the VISTRAC Model 5 in shown in Figure 6-11,
VISTRAC models a straight, level flight over or past a target at a
known location. The probability of acquisition is cumulative from
maximum range to a minimum, based upon a visual lobe which is assumed
to scan in a preset, continuous (i.e., non-glimpse) fashion. Acquisition
at any time is determined by the distance to the target, the 3can pattern,
and the apparent size and contrast of the target.

The maximum range Pma x of the integration limits in the model is set bV
the unmasking of the target. This can be a predetermined range (an input) or
a computed mask angle which can be compared with the instantaneous look down
angle. Integration can also begin when atmospheric and inherent contrast
yields a contrast ratio greater than a set minimum below which no acquisition
ocvurs. Minimum range lRoin, the end of integration, is an input determined
by aircraft structure. The visual scan pattern also depends on aircraft
structure, aircraft speed and aircraft seat (front or rear) in a tactical
aircraft.
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SOURCE: GREENING, 1973

Figure 6-11. VISTRAC - Observer Model Structure

The contrast ratio term Is based upon Lamar'a concepts. The analytic
expression for visual contrast threshold is derived from laboratory data
as cited by Lamar. Apparent contrast depends upon the inherent contrast
between targeL and background as modified by effects of the intervening
atmosphere. Contrast threshold as defined earlier (paragraph 6.2.3.1) is:

CT - 1.55 + 15.2 for 0 < 0.80

and

SC T  1.75 11 + 190 for 0 >0.8'

T 82

The VISTRAC model is based upon Lanmar's treatment of detection,
and represents contrast thresholds of a uniform target against a uniform
background. The results are presented as a curve of probability as a
function of contrast ratio. At this point, Bradford's treatment departs
fi*oz Lauar~a. Bradford presumes an exponential form for probability vs.
contrast ratio and assumes that the value of this expression, at any
contrast ratio, ii also a function of time. lie then integrates the ex-
ponential over time, for predetermined values of 0 and a leaving tba con-.
stants, H and k, to be evaluated empirically.

The evidence of validity in Bradford's development of the search
term depends upon the appropriate choice of data upon which it is based.
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Here Lte difference 'w~~ LaMar '( anl -d dord a objeivesyo becoit
Crte a I. Lamar (alnd tile 01.%) wure ,orktd oil Lte probi'.n of aMr-to-aea
NIN1rCh On i .114 ru Ml ttured betR',o~n -' tion of a singl.!, contrast-
Ing area Wn a formnletto sich areai Il the object lye. ltradford, bowuver,
wati modeling s.-iirch for targu~tl in Eli ervtilltl V Ml numbers of eoily
deteoctable oh.ICCLS. Here targ~zt aql.I [icludes recognition and
ideiitiflcation and involven rotiolut ion tf ;umu elementa of the target
shape or pattern. Tbuti, Lte Lainar apprua~ to search is not necessarily
appropriate Iti this nituation.

'fie VIS1RAC model wall 0oveloped Ats conjunction with JTF-?. field
tests. The tl:ree constants in the uxprein'lon have been evaluated, at
least in part, from filid dati:, Whima tUo model approach is analytic,
tile utie of field dIata as constants nid twdiflers is an empirical touch.

Tile quantity "b", which rep-.e~aiit tk tcntrast ratio below which
,acquisition probability ip zero, liies tatwen 0.43 and 0.65 determined
on Lhe basis of thle laborratory data. nth oxponent 'Wn" In the region
1.5 to 2.0 was determined from the lalwrotory data, Selection of values
for "b" and "mn" and evaluatiton of "W'. thq multiplier, were done by refer-
ence to data from the field or from mnotivn picture simulation in JTF-2
films. Values of b a.62, m -1.9 nnd U -, 0158 were chosen to optimize
the fit to uimulator data on a tingio tutpit. The value of "k" (which
is called .i "task loading factor") sai!e isodifled In field trialts (e.g.,
k - .018 ior the RF-4C aircraft and .(0; lor A-41) aircraft). Validation
data have also been ratportcd but no (luatiitative estimate of the relation-
shi?s Is included (personal comunicettvit, J.A Keller, Falcon Research,
March 1974). Figures 6-12 and 6-13 are two examples of field teat data
compared with mode). predictloons; the Yit,~ ulhows a poor fit, the second
a "good" prediction. In general, tbp q4djity of the JTF-2 physical data
(see Section 6.4, following), llradforN tlesi, has lAImted Lte utiliLy Of
these comparisons (JTF-2, Test 4.1, Msavi Q). Because tliif, model coataino0
some empirical field data, it ia utifortwviate chat it has not been further
evalua ted.

6.3.5 Autonetics Model

The present "Autonotics Model" wo&2 originally developed inl 1959
(Greening. 1973). It ban been improvej1 and updatcd in later vearins,
based primarily on visual simulaitor dk As later derived, thle model
assumes that thle probability of a s;In~lv glimpse at a targct is expo-
nentially related to the raesolution P1 t.'e ass feye) and the ronquired
resolution to detect thle target t4hutss

and

P cum 1 S

t~a
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Figuro 6-13. Probability of Acquiniton-VSTRAC Modol va
Field Tests (West Course)
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where
1 1G8i single glimpse probability

14CM 4i cumulative probability after i independent,

PL is probability of looking at (fixating) thio target,

(an input).

r8 is thc resolution capability of the eansor (eye)

r is the resolution required to detect or recognize
the target.

Figure 6-14 shows the general structure of tits Autonetica ;iodel.

ERC RLOIGfESOLUTIONDECTO &

RRECOLNTIIO

IKueLI.HutOODc Mde Observer odL Satctu

ThO erhfboel Li sda "LiveIN fEScLUrO IM ErivION

tour th14 targetic iode t- sbserce Mreel Thustur

ther e isuhe nube oaract-lis assumedi tht ae o b earcIherch
ithe rel orld fu-ore inow asret $ on hihlohsbenbrefd:J

Th reouin-u-oo isutfofolrows

K' ma for r A/r 0< 1
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I

where
1r is probability of ruoolving tile target

V 5 iu linear renolution capability of the sensor (eye)

r 0 in required linear renolution for detection/recognition

The resolution capability of the eye is modeled in two steps:

r 0 a C

(C - CT )/2

and
ae 2

1 + flOglo B + 3)2]1/2 - 0.0

where w e  is linear resolution of the 6ye at 1.0 contrast, in minutes

C $s apparent target to background contrast

CT in threshold contrast

B is average scone luminance in foot lamberta.

Required resolution is determined 5rom thie geometry of the situation
and the detection/recognition level required, thus:

A /2
r = At"

n
o0

where
At Is area subtensc st the target

n-0n is the number of resolution nlementg across the
o narrow target dimension required for detection

or recognition.

The probability of detection/recognition is determinad from the
simple expressions

G L r

where

from search submodel.

P is probability of resolving target detrermins4 %4omr the recolutioi sub.,godal.
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The value of P. can represent a probability of detection or recogni-
tion or Idcntificaton, depending upon the value of n used. Typically,
no 2 is used for detection, and no N 8 for recognit on.

The cumulative probability of detection and recognition is developed
by computing a P for each fixation interval from initial visibility range
to the desired m4nimum range. PG generally increases because both con-
trast and target area increase as range-to-target decreases. The cumula-
tive probability is then computed from:

P cum 1 V (1 P PG )

where wCUM is cumulative probability from the first to the
present glimpse.

P is the value of P0 at the ith glimpse.
G1.

One major validation study using a motion picture simulation has
been conducted (Greening and Wyman, 1970). The results showed some
agreement with the simulation data, a product-moment correlation of + .53,
significant at the 0.001 level of confidence was obtained betwoen theoreti-
cal (model) and empirical (simulator) recognition ranges. Figures 6-15
and 6-16 show examples of good and poor predictions from this motion
picture simulator validation study.

PCuM
.-- MODEL

0 EXPERIMENT
0.8 o

0.6 f

0.4-

0.2

00... 1 2 3

"- RANGE - FEET (K)

TARGET: STORAGE TANKS
SOURCE: GREENIIIG AND A YIIAN, 1970

Figure 6-15. Cumulative Recognition Probability as a Function of
Range for &xperimental and Theoretical Data

16-33



PcUM

1.0-
- H0EI

. EXPERIMENT
~0.8"

0.6 "°

0.4- 0

0.2-

0

1 2 3
RANGE - FEET (K)

(kin)
TARGET: HIGHWAY OVERPASS

SOURCE: GREENING AND WY0N, 1970

Figu'e 6-16. Cumulative Recognition Probability as a Function of
Range for Experimental and Theoretical Data

6.3.6 British Models

The British Royal Aircraft Establishment (RAE) has sponsored several
programs of target acquisition modeling. Earl; work was conducted by Heap
(1962a, 1963b, 1966, Heap and Foley, 1961). Currently these early models
are not used, since they were found to be optimistic (Greening, 1973).
Recent British modeling has been under leadership of E.B. Davies, who
reported that there is no set RAE model, rather each specific situation
was modeled as required (Greening, 1973). In general, the British models
are based upon the visual lobe concept and use the analytic-constructive
approach.

Recent RAE modeling is typified by the work reported by Overington
(1972). The RAE models have refined the single glimpse and visual lobe
concepts to aucount for:

1 Near visual threshold targets which do not necessarily
lead to a cumulative detection probability of 1.0
(Davies, 1965).

2 Elimnatin f d6tection lobe areas which are
outside the desired search area (Davies, 1968).

S3 Realistic approximatiuns of tha visual lobe sLape as it
intersects with the ground (Smith, 1968).
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4 Modification of modela to fit field data (Davies and
Smith, 1969).

5 Use of target objects differing from the typical modal
of circle or square (Davies, 1971).

A recent sophisticated model was reported-by Overington (1972) at
a NATO/AGARD symposium on air-to-ground target acquisition. It considers
the physical properties of the eye as pare of the total target detection
process. This part of the model fits the Blackwell laboratory data for
viuual search rather well. Tle complete model also includes a constant
to account for observer motivation, although precise definition or de-
scription of the term is not included.

A secont Leitish group involved in target -cvuisition modaling is at
the Defense Operational Analysis Establishoent, led by G.P. Owen. The
most recent and up-to-date mdel, ic VISTARAQ, described by Owen an a
"second generation" development. The model report is claasified and thus
not available for this publication; however, Greening (1973) has sumuarized
the general format. It, too, uses the analytic approach:

The basic single-glimpse probability function is derived on the
assumption that the "stimulus value" of a target is given by:

s- logC/C0 . log B/Bo  . logn/no.- KT
a

where:

C is target/background contrast

B is scene luminance

n is number of affected vigual retinal receptors, related
to target apparent size

Co, Bo, and no are threshold va'ues

0, KT are constants.

Recognition in VISTAPAQ is handled by computing detection performance
for the "critical feature" of the target object.

The "number of receptors," n, is determined by uettiog up a rectangle
of area equal to the target and projecting its image onto the retina.
Corrections are ada for c.c _ ig density of recento'-A in the non-

foveal area for large targets and for the spread of amall imsgoi (lens
than 5 arc minutes) due to optical limitations of the eye.

The V1ffiVAQ model also Incorporates a search area factor
(r - [(a/A)- - a/4A] with a n visual lobe solid angle and A - search
zone solid angle) and a probability of line-of-sight factor (PX). Tha
resulting cumulative probability is:
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'N 2 1 - (1 - F N 1 . p)

when P , the single glimpse probability, Is given by

P- 0.5 + x 2

2n I dS
0 2

where N Is the number of glimpnes, and S is as defined above.

VISTARAQ has been validated against laboratory detection experimental
data and field test results (Greening, 1973). Extension to operational
situationsj has not been reported.

6.3.7 Franklin and Whittenburg Model

Under U.S. Army Human Engineering Laboratory sponsorship, Franklin
and Whittenburg developed a relatively simple operational model. The
model is one of the first to be based on empirical field data. It is
designed to predict visual air-to-ground target acquisition of tactical
targets under daylight conditions. Army air observers are characterized
under relatively slow. low altitude conditions. "The model should not be

used to predict at altitudes below 100 feet (30.5 meters) and above 500
feet (152 meters) and at speeds greater than 150 miles per hour." (Franklin
and Whittenburg, 1965, P. 69).

The model is characterized by (1) reliance on field data in pre-
ference to laboratory data, (2) reduction of the number of variables
an far as possible without undue restriction in generality or accuracy,
and (3) simple format. It is based upon an extensive literature review.
However, the model is primarily derived from data front an earlier field
study by Uhittenburg (1959). In this study, obstenera were flown at
low altitude (61 meters) and low speed (100 viph) past a number of targets
or target groups with nearest slant range between 74 and 310 meters.

The variables selected for incorporation in the model are (I) target
si e, (2) target shape, (3) luminance contrast, (4) clutter, (5) terrain,
(6) altitude, (7) range at clonest approach, and (8) speed of observer
platform. These variables were combined into three composite variables:

I- Apparent size, combining size (in square mile), altitude
and range

2 Target distinctivansma, combining n;hapo, contrast and
color

3 Exposure time, combining size, terrain, altitude, and
erpoaure tine.

Two of the composite variables, apparent size and exposure time, are
confounded to soma extent, Figure 6-17 shows the general model structure.

S( The variables are mathematically defined as follows,
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"Probability of letection/Identification" is then determined from
curvefitting, to be given by:

1)/DI - exp (-.0167 S

PD/I Is a different term than io aeed in other models. While
not precisely defined by Franklin and hittenburg it
is most nearly equivalent to Bailey's concept of PR,
(probability of recognition), the conscious decision
that "there Is the target." in operational terms 1 /
can represent a decision by the observer to attack
a target.

The Franklin and Whittenburg model is analytically simple, involves
few variables, and is based upon field data. It omits such variables as
target/background contrast, scene luminance, and meteorological visi-
bility. The model limits applicability to conditions in which sensitivity
is not great; e.g., moderate contrast targets in clenr, daylight condi-
tions.

The form of the model is unique. It does not lend itself to direct
comparison with most others. It is a "fly-by" rather than .a forward
looking model. It provides a single probability for an encounter, not
cumulative. There Is Intermingling of dctectlon/recognition/identifica-
atlon in the output. The "Target Distinctiveness" term is an overall judg-
mental factor.

This model has not received the attention that it merits. The
Franklin and Whittenburg model has been used in the extensivc and well
documented Stanford Research Institute (SRI) CRESS-SCREEN model of
battlefield reconnaissance and surveillante (Laurence, 1972). In this
SRI model more extensive analytic-constructive expressions for the "appar-
ent size" and "apparent contrast" terms are developed. The final model
term PD/i probability of detection/identification, is the identical

Franklin and Whittenburg formulation.

Figure 6-18 presents the probability of target detection/identifica-
tion as a function of target size exposed to the observer.

The model is based upon field data, and ths in part derives its'
validity from that field data. It should ba ablc to predict alti1er
field data with relative accuracy. This is indeed the case. Figure
6-19 compares the obtained probability of target detection/identification
on a series of helicopter scout crew/observer target detection flight
tests with that predicted by the Franklin and Whittenburg modell the
results agree within one percent (U.S.A. IHEL TN 5-74, 1974).
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6.3.8 SRL-CRESS/SCREEN Modal

The Stanford Research Institute (SRI) observer model was part of a
comprehenusive model originally .alled CRESS (Combined Reconnaissance,
Surveillance and SICINT), which modeled the entire information coll.ec-
tion and processing system in the Army. A later modification of the
modeling effort has been called SCREEN (SRI Counter-Surveillance Re-
conraisnuance Effectiveness Evaluation). Th CRESS/SCREEN Visual Observer
Model is based upon the Franklin and Whittfnburg model. It requi:es,
as inputs, information about the targets and backgrounds, search geometry,
and environment, and generates probabilities of detection, recognition
and identification, as well as non-detections, mivrecognitions, etc.
Because of the way in which the visual observer model is embedded in
CRESS and SCREEN, it is not easy to isolate the Inputs and autputs
which "belong to" the observer model (Greening, 1973). Howeyer, the SRI

work is generally well docu-nnted, so the model is accessibfe to the
interested reader (Laurence, 1972).

The visual model structure is shown in Figure 6-20. The similarity
to the Franklin and Whittenburg is obvious. Apparent contrast (CA),
effective time (T ) and apparent siz (SA ) are conceptually similar to
the Franklin and Rhittenburg formulations of apparent size (S), target
distinctiveness (C), and exposure time (TE). It has the same essential
limitations of low speed and altitude.

AIPPlARE[NT IF FI ' VE AItPAR11 WIl |FCTIVE

FigureC6-20 SRIt CRS / odlSrutr

-,TI0O

" g rLFC tJCtPMUS-H t ITY KAWA

Figure 6-20. SRI CRESS/SCREEN Model Structure
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Apparent Size. The apparent size of the target ie expressed in
terms of the angular sulbtonuu of a square object of the samit area au the
target, viewed at the geoutrlc mean of farthest and closest slant range.
The exprennion is: 1/2

SA- K[. +i

where
A is target area

RO  is the ulant rango at tch woment of closest approach,
a function of altitude and lateral offset

Fm  is the slant range at firnt visibility, a function
of target eiza, meteorological range and altitude,
but limited by the assumption of visual observation
out the side of the aircraft limited to 45 degrees
fore and aft of the beat, The range vs. size function
is a lookup table, based on National Defense Research
Council Nomographo, for an assumed illumination level,
sky/ground ratio (Duntley, 1946). The resulting
threshold range is then degraded for reduced meteoro-
logical visibility.

Apparent Contrast. The "contrast" term used in CRESS is somewhat
-different from most. The output, CA, is obtained from:

CA- CT

he eCT (CT 1) - (KS 1t/V 1t)

where
CT is intrinsic "contrast," ifl/t.

R.Ris highlight reflectance, RL is low-light reflectance
(For camouflagcd targeta, CT - 0.9 + 0.1 (RH/RL).)

SR  is slant range at nearoest approach

V is meteorological range, an inpnt.

When CRESS was adapted to SCREEN, the intrinsic contrast term was
modlfted to -c'40- handllng O non-uniform targets against non-uniform
backgrounds. Non-uniform aifacts on the computed value of CT are included
first, by averaging luminanceo of sub-areas to get an average, or far-
field, contrast, and second, by deletinq sub-areas which have belay-thres-
hold contrast with the background.

6-41



The averaging is accomplished as follows:

f4 4

+o  7 1 1. AI_

i i i i A.o

where RL 1
w h r m a x R B RR\ 0  RB /

from 4

A

R Ni R Pt
B  E BiPIPwit-I

with A, P the total area and p.rimeter of the object

Ai  is the area of i h rep.on

P' is 1/2 the perimeter of the i t h regioni

Roi, RB, are object and background reflectance in i1h region

( l) j is highlight and low-light reflectance across the
j2 n boundary of the ih sub-region

P is the perimeter of the 14-1 region

B is the length of the J t l segment of the boundary of
the i region.

R Is if B is between object and background and

R
L

I.I

I if Bj is within the object.

The deletion of sub-areas which blend with the background in :IIaccomplished by testing each object/background region contrast againsta threshold Value. If it is below the threshold, then the area, Ai, in
that region is deleted from the value of A, the total target area, in
tho apparent size computation.

The corresponding term to apparent contrast in the Franklin and
Whittenburg model is a judgemental "target distinctiveness," C, running
from I (lowest) to 12 (highest). The values of CT can run from 1 (for
zero contrast) to infinity (for zero-level low-light). C A can take any•
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value from 1 (for V 0) to C; (for V a). It is not apperent that
CA computed in this way will bear any relationship to "C", the Franklin
and Whittenburg "target dietinctiveness" term. It is utied interchange-
ably with it in the Probability of Detection!ldentificution Submodel dis-
cussed later, however.

Effective Time. The quantity T, called "effective time," is not
a time measure per se, but a multiplIer, between 0 and I in value, re-
flecting performance degradation where time is "insufficient." It is
determined from

M V O/5 for T <5 seconds

Teas 0

P M for T 0 >5 seconds

where
PM is maximum probability given ample time, an input from

judgment of experienced observers;

T is total exposure time, and is derived from airspeed,
an input, and the distance traveled while the target
is in view, a function of lateral offset, threshold
range, and the t45' field-of-view limits.

Effective Target Size. Thia submodel is simply a multiplicative
merging of"the three q'ant ties derived above:

SE 0 SA .E CA

As has been seen, SA is in milliradians and is fixed for one pass by a
given target; TE is a multiplier with a value of Pm (which is always
_< 1.0); CA is a contrast-rolated quantity with values between 1 (for
no contrast) an, infiuity. This quantity is similar to the S. used by
Franklin and Whittenburg, except that CA is differently valued.'

Probability of Detection/Identification. The CRESS Visual Sensor
Model provides a single probability figure as a function of SE , using:

SD/I - 1 - e -0.0167 S

This form is identical to that developed by Franklin and Whittenourg.

The meaning of a "probability of dctectionfidentification" is not defined,
but is similar in concept to "recognition."

The value for P .. is used as part of the total CRESS/SCREEN model.
This model of a tactcal situation involves a large number (750) of target
objects, up to 40 target groups, Informatieu about weather, cloud cover,
camouflage and tactical dispositions. Based upon thooe and other tacti-
cal considerations as well as random prol-abilities, both probabilitiee of
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recognizing and missing targets can be computed, Shadow effects on prob-
ability of target detection are also conputed. These detailed connider-
ations are beyond the scope of this sourcebook; however, see Laurence and
Payne (1971).

Since this SRI visual target acquisition model is based upon that
of Franklin and Whittenburg it should have much the uame validity and
predictive power. The derivations of apparent size and apparent con-
trast are based upon the more ueual analytic-constructive methods. As
noted these values are not necessarily equivalent in the two models
although they intuitively appear to be no. Reports of field tests of the
SRI visual detection models are not available. Thus, while the approach
seems logical, reports of validity are not available.

6.3.9 Boeing Model Concepts

The Boeing model was developed during the early 1960's by J. D.
Gilmour and P. L. Emerson. The general formulations were published in
an external report in 1965. Mile the model has been used internally,
further documentation has not been published. Some additional conceptual
details are available however (Gilmour, 1972).

The conceptual scheme underlying the Boeing modeling effort is that
of an "expecced value, decremenrai, dynamic model." Expected probability
of target acquisition is computed at discrete intervals during a pass
over the target %rea, based on an ideal performance, degraded by the con-
ditions which depart from ideal. Gilmour lists four major-sequential ele-

ments needed to successfully predict target acquisition performance:

I Geometric Intervisibility - Geometric line-of-sight and
compatibility between availabli field-of-view and the
ground area containing the target,

2 Visual Target Availability - Providing a minimum visual

presentation of the target element to the observer,

3 Real-Time Search - Successful visual sampling of the target
element from all of the dynamic scene elements presento and

4 Discrimination and Decision - Requiring detail discrimination
to a level necesoary to satisfy the observer's pre-stored
"target" definition.

These requirements are ct,mulative and sequentially-dependent. Certain
groups of variables will determine whether each particular sequential
requirement is met. The categories of variables are not necesaarily
exclusive, Gilmour states, since some. variables operate on different re-
quirements in more than one way. Thus, the operational performance
criteria of the acquisition model can be specified In terms of the partic-
ular group of contributing parameters. A general schenatic of thr. re-
sulting model and the contributing parameters are illustrated in Figure 6-21.

'i
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The exposure and detection submodels correpond to the first nequential
requirements listed, while the latter two requirements have been combined'
in the identification submodel. Each submodal addresses a apecific ques-
tion relative to the sequential requirements for successful acquisition.

EXPOSUR +EETO I DENT IF ICATIO 10 ITI1i
SJBNODEL SUBJIODEL + SUW4ODEL SU aiODEL

RANGE TIME TO GO

QUESTION QUFSTION QUESTION QUESTION
Does line-of-sight Is Target presence Is Target visually W!at is the probability
exist to target? visually detectable sampled and dis- of exposure, detection,

if viewed? criminated as and identification at
"target",at range discrete ranges?R?

Navigation accuracy Illumination Background complexity
Target locrtion Target size Contextual cues
error Contact Pre-nission intelli-

F ield of view Atmospheric effects gence
Altitude Color Speed
Terrain masking Projected shape Performance aids
Proximity masking Background bright- Geographic orientation
Vertical target ness Crew composition
extension Repeated passes

SOURCE: Gilrour, 1972

Figure 6-21. Structure of Boeing Target Acquisition Model

The form of the model is expressed as

P A f (PEa P D P1)

where

PA is probability of acquisition of a target

P is probability of exposure

is ,rLUUbuliy Of dectiUor,

P1 is probability of identification

The exposure probability, PE, is described am made up of a prob-
ability that the target falls within the search area, PS, and a prob-
i, ility of being unmasked, Pm . PS includes effects of navigation errors,
target location errors, an. effective search swath width.
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The detection probability, 1P1), in obtained using a single-glimpso
detection lobe probability and a simplified ijearch strategy, accumulated
over the selected time interval. The detection lobe equation in empiri-
czl, based upon laboratory and visual simulator data connecting apparent
contrast, luminance level, and the angle off the visual axis.

The identification probability, PI, takes the form of a decrement
in performance compared with the exposure and detectability criteria.
Thus, range at identification is expressed as

RI  R E,D (1 - SR)

where

RE D  is the range at which the target is exposed and

detectable.

SR is the search performance ratio, X L where X
X+Y

is the distance from first availability range,
and Y is distance from identification range to
minimum available range.

{ The value of SR is considered to be predictable from measures of back-
ground complexity, target/background context, intelligence data, and
search task dynamics. Tlhe method of measuring and combining these
factors is not detailed in the basic report. See Zaitzeff (1971) for an
experimental approach using analysis of films.

The concept of an acquisition probability compounded from probabil-
ities of exposure, detection and identification is not unusual. The treat-
ments of masking and detection are also similar to other models. However,
identification is handled differently than other models. In most analytic
models the recognition or identification of a target is presumed to depend
mainly upon the ability to resolve critical details and probability is
modeled primarily as a function of system resolution. The importance of

resolution is not denied but the model approach suggests that there ic
sufficient commonality among targets and backgrounds of interest to permit

the use of "search performance ratio" as a broader predictor of perform-
ance. The model thus assumes that, in situations of interest, the range
at which a target is likely to be identified depends more heavily upon
scene complexity, briefing data and target mot-ion thar ift does upon visual

with new locations or situations where little target data are available.
Thus, the model's utility in tactical situations is dubious, even though
it may be a-useful tool for some equipment evaluations.

Formal validation of the Boeing Model has not been reported in the

open literature.
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6.3.10 Bailey-Rand Model

The Bailey-Rand Model (i.e., Rand Model) determines the probability
of recognizing a target with either the naked eye or with an electro-

- optical sensor (Bailey, 1970). While published in 1970, "it was devel-
oped during the mid-1960's and was used internally at Rand prior to its
publication" (Bailey, 1972). Bailey's concepts also provided the basis
for the GRC model which in turn has been used by HARSAM II and several
other less well known models (Greening, 1973). The modeling approach
uses the product of separate independent conditional probabilities as
follows:

PR P1 . P2 " P3 " n

where
P TR Te conditional probability of "recognition," defined

as the conscious decision that "there is the target,"

P1 The conditional probability that one glimpse falls upon
the target.

P2 The conditional probability that, if viewed for one
glimpse, the target will be detected.

P3 The probability that, if detected, the target will
be recognined by shape.

n Is the degradation arising from signal-to-noise on the
electro-optical display that is viewed by an observer.

Figure 6-22 shows the general model structure. The values of condi-
tional probabilities are determined as follows:

An assuvption of random search of the target area is made, the search
term is;

NP l -exp[ 700 . aT*
G 

A a
where

G is a "congestion factor," normally near 10, but varying
from I to 100. It can be viewed as the number of "fix-
ation centers" in a "glimpse aperture,"

a iT  s area of target

As  is Prea to be searchod

t is time available for search.

Derivation of the search term is based upon an assumption that the
observer fixates fairly systematically with foveal vision. The number
of glimpses that are available in a second of time are assumed to be 3,

I



or a fixation time ofT .33 tiecond per glimpse. For a specific search area
A?# the probability of looking at a target is the ratio of A. to the area
o each glimpse A , at a rate. of 3 glimpses per second. The congestion
term is conceptua~ly equivalent to clutter. The target area scene can
have any number of objects which wcay have visual characteristics similar

k to the target. These become "natural" fixation points for the eye and

will degrade, or reduce the purely systematic -.nrch assumption. The
"clutter factor" or scenu congestion is usually found Lo be some value

from one to ten, based upon the estimates of experienced observers.

I SEARCH DETECT ION JELUTION! OEGRADATIOPI

I=

EIAGE COISE T EQ" ENT

GEI:RATED OR SCEIIE FLUCTUATION

Figure 6-22. Bailey-Rand Model Structure

The detection term in primarily based upon the Blackwell and Taylor
daota for visual contrast detection in a homogeneous visual field.

P2 -1" + 1 1 - uep [-4.2 ( q -_)2-1 /2

where
C is target/background contrast, at the eye.
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CT is threshold contrast, obtained from:

(log 10 C T + 2) (log 10U + 0.5) - I

* where a -target subtense in minutes of arc.

4 The expressions for P2 and C are algebraic approximations to some of
Blackwell and Taylor's data Tor .3 seconds visual glimpse. The CT value
is adjusted by a factor of about 5.5, as a "field factor" to account for
the transition from simple laboratory to complex field situations.

Tb resolution term has to do with the subjective act of deciding
what a psrticular image form represents in the real world (Bailey, 1970).
This part of the model is deliberately conservative. It covers the case
where shape provides the primary criterion for recognition.

3 -[1 exp r- N - 1]2 N > 2

Nr <2

where
Nr is the number of "resolution cells" in the

minimum dimension of the target.

Number of resolution cells is based upon the Johnson criteria con-
cept (see Section 4.2.1); as U varies, so does P3 ; thus P3  = 0.9 when
Nr a 5. Bailey clearly makes Ehe point that Nr is based upon the real
target values developed by Johnson and others and not typical bar chart
resolution targets.

For the direct visual case the first three terms are used. When
modeling the visual acquisition of targets using an E-0 displays the
effects of electrical noise must be included. Here,

[I e -[SIN - 1] SIN > 1

L0 SIN < 1

where S/N is the ratio of input signal to display noise. The quantity
rn is an overall degradation factor arising from any noise in the dis-
played image that is viewed by the observer. Bailey (1972) noted that
this E-O term might not be as appropriate as a "perceived signal-to-noise"
or any other type of visual noise term. The model -ocructure allows this
change with ease.

The sequential, probabilistic structure of the Bailey-1and model is
typical of recent models (Groening, 1973). The approach makes it practi-
cal to replace or modify submodels to fit a specific situation or sen3or.
For example, Nendez, Freitag, and llallenback (1972) used a derivation
of the Bailey model to help analyze and predict FLIR sensor performance.
The effects of various elements in the acquisition process are fairly easy
to segregate, and the model is amerable to hand calculations.
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The Bailey model represents a compromise betwecn the earll essen-
: tially analytic-conatructive modeling efforts of Lamar and Koopman and

the operational data methodology approach of Franklin and W.hittenburg.
The Bailey 8ubmodels are each based upon both selected laboratory and
field data. The model is essentially conservative. Extensive valida-
tion has not been reported; however, two sets of E-0 data have been
evaluated using the model. Mendez (1972) reported an analysis of KAFLIR
test data. While the exact result. are classified, in general the model
effectively predicted field test performance of this E-0 system. Jones
has recently compared the results of several terrain model simulator
target acquisition experiments using television (Fowler and Jones, 1972)
with predictions of the same data based upon the Bailey-Rand model.
While the model tended to under-predict the mean target acquisition ranges
of 15 observers using a standard 525--line black aid white TV, the model
predicted the experimental data rather well. The product-moment correla-
tion between predicted and averaged performance was 40.78 which is signifi-
cant at the .001 level of confidtnce (D.15. Jones, personal communication,
1973).

6.3.11 Consideration of Mathematical Models

|low good are fhe mathe-matical models? The answer to this question
comes in two related parts. First, is the model valid; does it really
evaluate the target aLquis.tion process? Second, is the m- del practical;
can it be uned effectively to evaluate target acquisition; and are tne
results useful as a design tool, or as an operational guide?

The specific evidence or absence of validity has been uoted for each
of the models. Validation of such complex models as those for target
acquisition is very difficult. To validate a model, predicted perform-
ance is correlated with easured performance over the range of concern.
The measured perfortrunce must also be stable and reliable. Unfortunately
th results of target acquisition field tests are not very stable or reli-
able. Human performante tends to ba variable in oven well controlled
conditions. A reasonably large number of trials are required to establish
firra data points and th(. dispersion about those values. The costs of field
testing maka extensive ftLght trials nearly prohibitive. As a result
most flight toet data are not definitive. Finally, many of the variables
c-cha.a illumination, atmosphere, target background, clutter, masking, etc.,
are nearly impossible to measure or control in 010 fie3.d. ,,acnk.. (1973)
notes that there are four possible ways to establish target acquisition
wodel validity:

1. Use a full-scale field test with a number of observers,
several aircraft, realistic ground targets place in
realistic settings, and a complea of instrumentation
and measuring equipm-ent. The results can then be used to
validate (or invalidate) a model. Examplea are VISTRAC
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(JTF-2), E.rickson and Gordon (1970), Franklin and
Whittenburg (1965).

2. Validate in controlled, less expensive simulation.
(This approach implies a second problem, that of
establishing the validity of the simulation.) Ex-
amples are VISTRAC (JTF-2), Boeing and Autonetics
models.

- i. 3. Construct the model from submodels of laboratory
established validity, combined in ways which yield
predictable results. Validity is thus partly estab-
lished in advance. The skill and insight used in
selecting submodels are important. Valid submodels
for all relevant parts of the acquisition process are not
now available. The Bailey-Rand and the GRC models are

*. examples.

4. Construct a simple, generalized model which includes
several adjusting constants, and evaluate the constantseither from existing field/simulator data, or from field

trials set up for this purpose, i.e., the Autonetics
4 model.

In practice, none of these approaches has been used exculsively. A model-
er should attempt to construct his model from valid submodels where he
can, should seek other validation data wherever they can be found, and
should adjust the model when possible. The basic approaches to validation
have had different emphases in the selected models.

* he MARSAM II model, the GRC/A model and the Bailey's model are
modular models constructed from simpler elements. The submodels were
presumed valid because each was based upon field or laboratory data. If
the submodels can be presumed to be a complete set, to be combined pro-
perly, and to be representative of the steps in the target acquisition
process, the total model would be valid. For some of the terms of sub-
models this is true. However, there is difficulty with respect to search.
A good, clearcut vearch submodel, based upon data, was not to be found.
So GRC/A MARSAM II and Bailey each have different, unvalldated search
elements. There is also no evidence as to how the submodels should be

" combined. Are they really sequential combined probabilities, or additive,
* .or some other combination?

* The Autonatics and VISTRAC models are basically simple exponential
representations of the increasing probability of acquiring a target as an

*" observer flies toward it. The VISTRAC model is based on the Lamar visual
lobe equations. Three constants were included, to match either field or
motion picture simulator data. Validation using the JTF-2 data U4s tried;

. however, the highly variable field results do not allow any real comparison.
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(See Figures 6-12 and 6-13 for examples.) The Autonetics model has been
validated againslt motion picture si'nulations using fairly large targets
with good results (Greening and Wyiuan, 1970).

The SRI CRESS/SCREEN models are baried on the Franklin and Whitten-
b.urg model which, In turn, was developed by fitting an analytic expression
to field data. Thus, the Franklin and Whittenburg model was at least
valid for the range of test conditions which were used to establlbh the
values. The validity of CRESS/SCREEN target acquisition can be assumed
to be established to the extent that it conforms to the Franklin and
Whittenburg formulation and is limited to Whittenbutg's field conditions.
But the contrast term is expressed rather differently leaving the validity
open to some question, even for the rather narrow range of conditions
covered by the earlier model. In general, however, none of the models has
been adequately validated in a broad range of conditions and using several
methods of validation.

In spite of the diversity of target acquisition model development,
there is a strong resemblance among the models. The pattern Is indicates
in Figures 6-3 and 6-4. The "detection lobe" approach has been dominant.
This has resulted in a great deal of effort being devoted to the defini-
tion of liminal performance boundaries for detection and for resolution
of detail. The off-axis vision is typically handled In the lobe models
by assuming a "cookie cutter" lobe. One full scale field test included
detection lobe model validation with poor results (Erickson and Gordon,
1970).

Most of the models have ignored the observer's functions. The
Franklin and 14hittenburg approach was initially purely ;inld-data-descrip-
tive. No reference to visual performance data from the laboratory was
made. Instead, more subjective characteristics, such as conspicuity,
were determined by the judgement of expert observers. Thlese values were
then combined algebraically to fit field data. The Boeing approach re-
sembles this in some ways, although with less reliance on judged quanti-
ties. Recent work in Great Britain has also included a subjective human
factors element, as well as continued effort on refined visual lobe do-
scriptilons.

When the models' contents and consideration of variablos are compared
wtth the number of factors' affecting target acquisition as shmn in Figure
6-1, it is obvious that mort modela have considernd only a few -. rgot
elements, tha geometry involved (it is easy to model), and part of tho
enrvironmental factore. Leas effort has been expended on the ability to
resolve detail in target images, the distribution of search over the
fieid-of-viaw, and the effects of non-target objects, avd noise in the
display. The widely dIfferent search aubmodels and the lack of validation
indicate the need for more work here.
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The operators' functibning is omitted entirely in most or all of the
models. The Influence of the perceptual set and associatcd decision
criter'Aa are not mentioned. (What constitutes the decision to say,
"That is a target"?) How are training, experience, scress, fatigue, and
task loading considered?

In spite of doubtful model validity the results are useful as long
as the user recognizes the limitations involved. The currently available
target acquisition models do indicate trends and limiting effects. They
can be used to establish bounds in equipment design or to compare possible
system approaches for helping solve the target acquisition problem. Oper-
ationally the models can also be used to set limits and conduct parametric
studies of performance.

6.3.11.1 Summary

Which model to use? That depends upon --he purpose for which it is
to be used, the conditions which are of concern in the evaluation and the
degree of validity acceptable. The user may even desire to change a
model or try to develop a new one to better meet his own needs. Any de-
cision to use a model is in part subjective. However, based uptn the
conditions for which the model was originally designed as well as the

• .types of validation reported it is possible to decide which model best
fits those conditM s. Table 6-1 thus is a suggested use for nine of the
models reviewed. '

* *. When it is necessary to evaluate system performance in detail, or to
make key design decisions, then some other evaluation means is needed -

usually simulation or field test.

6.4 Visual Simulators

Obtaining valid performance data under operational conditions is
both difficult and costly. Thus, simulation plays a vital part in evalu-

2: Ating target acquisition. Simulation is defined as the representation of
an actual physical object, process or situatInn, or of a theoretical con-
struct,

(1 )Computation

Cm i requirements and electronics data processing (FLP)
capabilities may also be a concern. The factors in EDP use
arc b y-nd Lhe scope of this sourcebook; for a discussion of

if tEDP req,;rements and capabilities see Greening, 1973. In general
the Franklin and Whittenburg and Bailey models are amenable to
hand calculation. All the others require varying degrees of
EDP capability. MARShil II is particularly well documented and
the EDP programming clearly defined. 'his may account for much
of its obvious popularity.
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The representation is either physical or symbolic, or some combina-
tion of the two. Physical models usually are similar to the objects
they are intenced to represent. The extent of resemblance varies how-
ever. In some the simulator is virtually identical in physical appear-
ance while in others it is only typical. Symbolic simulators can repro-
duce the processes of the real-world system, but there may be little or
no apparent resemblance in physical characteristics. For instance, the
mathematical models noted in the previous section represented symbolically
by mathematical equations the target acquisition process. This section
ho ever, is concerned with visual simulators as used in testing and evalu-
ation of target acquisition. Hereafter, the term "simulation" will refer
to visual, physical representation of the real-world.

A well planned simulation program can.develop design and performance
data under controlled conditions at relatively low cost compared with the
costs of field tests. A well designed simulation can often approximate
the controls of the psychophysical laboratory while also approximating
realistic human performance tasks. An effective simulation must be sensi-
tive to significant input parameters and also provide appropriate responses
in terms of outputs. Finally, the outputs must be translatable into real-
world measures of performance. The Jagree to which a simulator can

accomplish these things is A measure of its actual fidelity.

This section will consider the simulation methods that have been
used to evaluate target acquisition. (A thorough review of visual simula-
tion techniques, not limited to target acquisition, can be found in the
report by Bliss, 1969.)

Obtaining reliable target acquisition data under conditions which

incorporate the dynamic and visual characteristics of the real-world is
complex. A qualitative three-dimensional diagram as shown in Figure 6-23
(adapted from Greening, 1964) illustrates the problem. Two axes of the
diagram represent the fidelity of the situation in terms of the visual
and dynamic complexity of the environment, and the third axis represents
the degree of experimental control. Visual complexity refers to the
appearance of the terrain as seen from the air. Dynamic complexity re-

A fers to the changing appearance of the terrain due to the movement of
the aircraft over it. The third axis represents the extent to which the
factors under investigation can be systematically varied, while other

*significant factors are maintained constent.

Target acquisition simulation is aiming at the far top right-and
corner of this diagram-realistic jual and dynamic complexity combined
with a high degree of experimental control, This is often impossible,
but the different techniques used in target acquisition research approach
the ideal situation in different ways. Flight tests achieve maximum
visual and dynamic realism but have relatively little experimental con-
trol. High-fidelity simulation techniques are less realistic in teno
of the visual and dynamic characteristics of the outside world but can
provide better experimental control.
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Figure 6-23. Schematic Representation of Target Acquisition Research

6.4.1 Techniques of Visual Simulation for Target Acquisition

Target acquisition is traditionally carried out by direct observa-
tion of the terrain from the aircraft. For simulation of these tasks
the main requirement is a visual display which accurately reproduces
the appearance uf the terrain as seen from the cockpit during flight.
Alternatively, target acquisition can be carried out by means of an
electro-optical (usually television) sensor system that relays to the
aircraft a view of the terrain. For this task the required simulation
is the E-O sensor's view of the terrain. The display requirements for
the two types of simulation differ in certain important respects. Direct
view requires a relatively wide-angle, usually full-color and high-quality
display outea:e the cockpit. Simulation of television or other E-0 view-
ing requ -es a small in-cockpit display of a relatively narrow field of
view, and of quality comparable to live TV. The different requirements
have significant implications in terms of simulation techniques to be
u-'-d.

Two fundamentally different techniques are in common use for high-
fidelity terrain simulation. The first uses motion picture imagery
obtained by filming the real-world from an aircraft. The second uaes
a terrain model to profide an appropriate view of the terrain to the cock-
pit. The terrain model is also often ueed for TV simulation, 1Each tech-
nique has advantages and disadvantages. The choice between them depends
on the nature of research to be carried out, and the amount of time and
resources available.



, oti Pi:ture Simuition

M~otion pil,:turo simulation is used by many researchers in evaluatIng
direct-view tLritet acquisition performance. (See, for instance Gilmour,

1 l964, Gilmour ut ,il,, 1968; McGrath bid Borden, 1964; Snyder and Calhoun,
. 1965, and 'elf, 1971.) Films are relatively easy to acquire and to use and

prova obviouq face validity; that is, the picture certainly appears like
the real world.

The main advnntage in using a motion picture is that it enables not
only major tarrain featurer, such as woodland, towns, lakes, railwayr,

and mountainu, to be accurutely simulated but also much more subtle
effects such an textures, contrast, illumination and shadows, masking
clouds and neasonal changes. Film simulation facilities usually are less
complex anc' expetaIve to set up than terrain-model systems. In partlc-
ular, film aimulation does not necessarily Involve the use of computer

facilities, and usually requires less space than terrain-model simulation.
Since the film In, in effect, a visual record of the appearance of the

terrain during an actual flight, visual and dynamic realism are ensured,
providing that adequate color and image resolution can be achieved.

For maximum realism the field of viev should be comparable to that

actually aoon from the operational aircraft. Field-of-view requirements
for effective oimulation have not been established. The JTF-2 motion
picture simulator provides a relatively high resolution 160 degree hori-
zontal and 60 degree vertical color film display. Many motion picture
target acquittition simulation studies have been conducted, however, using
smaller fielda of view, typical of standard commercial 16 millimeter
motion pictures.

Tho oututanding disadvantage of motion picture simulation is that
it is completely pro-programmed. Context, vehicle speeds, altitudes
and attitudes aru all fixed in the film and cannot be influenced by the
operator without the destruction of correctness of perspective. (Speed
can often be varied over a restricted range by changing the projection

speed.) Not only can the parameters of the simulation not be changed by
the operator during a run, but the parameters cannot be changed from run
to run unless duplicate films with different parameters have been obtained.
Film is also fragile and expensive if multiple prints are made in order

to avoid the locs of runs through film wear. The use of multiple prints
also produces degradation in film quality. Since the pilot cannot con-

trol altLtdft tiw track and can on~~y kcn.~. "*'.A J..... .,a

speed, he oboervas rather than flies. Thus, only partial simulation of

the pilot's task can be achieved. The simulation is usually of the tak
of an observer, not a pilot. Finally, the target scene is not subject
to control, The conditions are real and not as precise as may be desired.

Motion picture aimulation all6ws very accurate measurements of acquisi-
tion range since the film frame count can be recorded at the moment the

subject makos a reaponse. Frame count can easily be converted into a

range value from knowledge of the distance moved by the aircraft per
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frame and the total length of the run. Thuv, measurement of response
data is usually relatively easy to do.

The limitations of using motion picture for simulation were partially
overcome in the three JTF-2 simulators built in the 1960's (Snyder,

( et al, 1966). The motion picture used 70 mm color film over a field of
.view of 160 degrees by 60 degrees. Figure 6-24 is a view of one of these

visual simulators. It can be used to simulate either visual or instru-
ment flight. The cockpit is fully activated and equipped for a number
of different types of studies including target acquisition, the evalu-
ation of sensor displays, terrain-following and ground attack. For tar-
get acquisition studies the flight path of the simulator is determined
by an autonavigntion system in conjunction with pre-set check-points
along the test course. In the instrument flight mode the pilot can con-
trol his own flight path within a 25-mile wide corridor. The simulator
is computer-driven and represents perhaps the most sophisticated appli-
cation of motion picture film simulation techniques currently in operation.

6.4,2.1. Motion Picture Simulation Validation Studies

Although many of the target acquisition studies listed in this source
book have used motion picture simulation, only a very limited number have
been validated by comparison with field test data.

Snyder and ':alhoun (1965) compared recognition ranges determined
in the laboracory from motion picture film simulation with those for
the same :argeta determined during JTF-2 flight trials (all targets
were large - highway overpass, lake, buildings, etc.). In this case
very large discrepancies between field and simulator results were found.
In the flight trials, individual targets were recognized at ranges vary-
ing from twice as great to almost twelve times as great as in the simu-
lation triala. It seems likely that inadequate experimental control and/

-_ or different response criteria under the two conditions may have con-
tributed to the results. (The field tests did not have as much control
as was possible in the laboratory.) An analysis of these results is
shown in Table 6-lI.

51 The most extensive comparison between field and motion picture
simulator data was that carried out to validate the multi-mission motion
picture simulator developed for use in the JTF-2 program. The main pur-
pose of this study, which has been reported by Gilmour, et al (1960),
was to evaluate the extent to which the simulator could be used as a
valid means of predicting the effects of certain important target acquisi-
tion variables undu e field conditions. Additional obectives were to in-
vestigate the effects of speed and altitude under simulation conditions,
and to derive functional performance relationships useful in a mathemat-
Ical model of visual target acquisition.

The JTV-2 simulator provided a fairly realistic representation of
the test routes used in the field trials. In the simulator study, three
speeds, 190, 360, and 550 knots, and three altitudes, 61, 122, and 181
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meters were tested, together with the supersonic speed of 764 knots at an
altitude of 122 meters, giving a total of ten conditions. Sixteen military
pilots were Assigned to each of these conditions and all mission briefings
exactly duplicated the relevant parts of the field test briefings.

TABLE 6-I

Median airborne target acquisitiun ranges (across four flights)
and mean laboratory rangos for the 14 targets

Mean Laboratory Nadian
Range Airborne Range

Target -- * et T (meters)

1 6,256 1,907 37,136 11,319

2 6,093 1,857 32,736 9,978

4 3,933 1,199 34,496 10,514

5 5,068 1,545 23,584 7,188

6 2,583 787 16,192 4,935

7 3,825 1,166 7,'iZ 2,253

8 7,282 2,220 22,880 6,974

9 7,066 2,154 18,480 5,633

10 9,659 2,944 39,072 11,909

11 4,365 1,330 51,744 15,772

12 6,310 1,923 45,936 14,001

13 0,309 2,533 98,060 29,889

14 7,390 2,252 29,216 8,905

15 5,662 1,726 27,104 8,262

X 5,986 1,825 X 34,573 10,538

Source; Synder and Calhoun, 1965.
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The comparison of field and simulator data was based on the perform-
ance measures (range and probability of acquisition) obtained for the
eight targets, four along each of two test routes, common to both trials.
Functional performance relationships derived from the field test and
simulator data were compared to evaluate the capability of the simulation
technique to predict speed, altitude, and target effects found in the fieldtests. The main points derived from this comparison were as follows:

.t in term of acquisition probability for individual

targets, a product-moment correlation of +0.86 be-
tween the field and simulator data was obtained.
The simulator data were able to predict about 76
percent of the field test variability in acquisition
probability. Corresponding values for acquisition
range were +0.78 and 61 percent.

2 Acquisition ranges as determined from the motion plc-
ture simulation were consistently lower, in absolute
values, than those obtained under direct view field
test conditions. This disparity increased as acquisition
range increased. This result suggests that measured
acquisition ranges with motion picture simulation
would tend to underestimate the performance improve-
.ent likely to occur under field conditions. (The
same result was reported by Snyder and Calhoun.)

In general, the results of these studies indicate that motion pic-
ture simulation is a valid means of obtaining empirical target acquisi-
tion data for the systematic evaluation of speed, altitude, and target
effects. Although the technique does not exactly duplicate in-flight
direct viewing conditions (there were differencca in absolute perform-
ance levels), when viewing differences and possibly projector system
resolution were considered, the two methods (motion picture simulation and
field tests) were £n close agreement on the effects of critical variables.
The trends are in the same direction even though absolute values were
different.

N t,..3 Terrain tiodal Simulation

Motion picture film must copy what is in the target scene. The
t4rrain midel, on the other hand, allows more precise physical control

ofthc targal area and =7y offer =ere freedom for the~ observer. Probably
tha oldest method of simulating the visual field is the direct view-
ing of a terrain model. It was used during World War II by the Army Air
Force, and more recently, by Blackwell, et al, in target acquisition
studies,

The limitations of the terrain model are primarily mechanical. To
siwulate a large visual area requires a large model. Thus, it is awkward
and difficult to make scene changes. Many atmospheric conditions are
difflcult' or impossible to realiotically simulate. (However, this may
be an advantage since the problems of atmospheric degradation or distor-
tion are not presont.)



In some cases visual simulation is achieved by the observer viewing
the tetrain model directly. In others, a televised (or other E-O senf;or)
view of the terrain model is relayed to the simulated cockpit. When used
with E-O sent;ors, the operator can easily be "coupled" with the scone
without loss of signal. 'llc TV technique provides a visual repr!uentation
of the outside world in the simulation of flight. The cockpit controls
are linked through analog computers to a television camera moving over
a three-dimensional terrain model. Each control input made by the pilot
not only activates the cockpit instruments, but also the TV camera and
link transmit the visual display back to the pilot.

If the E-0 sensor is mounted on a system allowing full movement in
six degrees of freedom, a visual display corresponding to any maneuver
made by the pilot can be obtained. On some terrain tables, one degree

- - of translational movement is provided by movement of the terrain model
itself with respect to the sensor head. Appropriate motion cues, syn-
chronized with the pilot's control movements, can also be simulated by
the use of a moving base cockpit (this adds to the expense of the system).
The fidelity of E-O imagery obtained by means of terrain model simulation
is limited by a number of factors, the most important of which, are the
resolution of the sensor, thet field of view, the apparent distance of
the terrain scene, and the scale of the terrain model.

{ Terrain models have been used for both direct view and F-O sensor
studies of target acquisiticn (Blackwell, et al, 1959; Schohan, et al,
1965; Fowler and Jones, 1972; Bruns, et al, 1972).

Terrain model simulation has several distinct advantages. The per-
spective is correct in a terrain model and the dynamics of perspective
change with tran.,lation of the observer over the terrain model are cor-
rect. Runs across a terrain model can be unprogrammed to a considerable
extent, although the extent of flexibility in runs Is limited by the
terrain model size and the size of the field of view of the observer.
There is great flexibility in control of the stimulus in a terrain model.
The content can be whatever is required, and inherent contrast, colors,

4 degree of complexity, absolute size, and the scala of the model can be
varied almost without limit. Great control over illumination and con-
siderable control over visibility conditions can be maintained, and any
of these characteristics can be changed as necessitated by the particular
simulation problem. Properly designed, set up, and used, the terrain
W - an .. ov'... Ua UJ= ..&U... Stt - u*,... Ctrol ftht al!at ev-0 1
that of the psychophysical laboratory.

Using a model to provide the source of terrain imagery, rather than
the real world, allows much greater experimental control to be exerted
over the nature of the terrain studied in terms of clutter, contrast,
and position of conspicuous terrain features. Similar control can be
exerted over the nature and position of targets. In particular, the use
of a suitably designed terrain model, which allows normally fixed targets
such as bridges or buildings to bo moved from one position to another,
enables target and background affects to be evaluated independently
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whereas thin is not possible by any other technique. Alternatively,
the model can be designed to exactly duplIcate a particular area of
terrain so that performance under uimulator and real world conditions
can be directly compared.

The disadvantages, IIwever, are also significant. The most important
disadvantage in considering the use of the terrain model with a sensor
system is the restricted display nize thit is available with current dis-
play systems. The second disadvantag, .f a terrain model-television system
combination is the degradation which ii imposed on the image by the optical
and electronic components of the syste-t resolution, both horizontal and
vertical; different spectral response n the telavision system as compared
to the eye which affects both gray scale contrast and color rendition; the
"smear" which occurs with movement of the television camera across the
terrain model surface; and the limited field of view imposed eo the system
by lens size. The final two of£sadvantages of this simulation system are
the physical siie required b, a terrain model and the expense associated
with the development, maintensnce, and use of a large terrain model system.
Even small terrain models can be expensive -a set up if precise control of
lighting and target area is maintained.

Scale size affects the degree of realism that can be obtained from a
terrain model. The smaller the scale the greater is the area of terrain
that can be simulated in a given space, However, larger scales achieve
more realistic representation of detail, which is of great importance in
target acquisition tasks. For instance, at a scale of 3000:1, a vehicle
30 meters long in the real world would measure only one centimeter, which
obviously does not allow scope for any detailed modeling. For this reason,
scales smaller thn 2000:1 are not usually satisfactory for target acquisi-
tion studies, and scales such as 1200:1, 600:1, or even 200:1, depending
on the size of the targets to be studied, are preferable. Combined models
of two different scales are sometimes used; for example, 3000:1 for the
navigation part of the task and 600:1 for the target akquieLtion task.

The simulation facility of the Columbus, Ohio plant of Rockwell
International Corporation is typical of a closed loop combined terrain
model simulation for E-0 sensors. This equipment includes:

1 A six degree of freedom sensor transport which moves over
a 3000:1 scale terrain model. A section of the model dupli-
cates real terrain near the area, thus, allowing comparisons
to be made between simuiatqd and reol-world conditions.

2 A variety of interchangeable terrains up to 3.66 X 11 meters
in size with scales ranging from 1200:1 to 400:1, together
with associated sensor transport systems.



3 'A four degree of freedom motion bane cockpit with atlsoci-
ated controls and displaysa. A large rear projection screen
is mounted In front of the cockpit and movement of thi pro-
jected display synchronized to that of the cockpit.

4 Television monitor displays, projection facilities, and an
analog/digital computing capability.

These facilities have been used for studies of mitsiile guidance,
remotely piloted vehicles and research in televis'ion target acquisition.
The equipment is also suitable for studies of terrain-following, the
evaluation of heads-up displays, the effect of task loading and fatigue,
and related work. It does not allow dynamic simulation for direct view

* target acquisition studies. Representative studies include Schohan, et
al (1965); Soliday and Schohan (1965); Soliday and Milligan (1968); and
McGehee, Roscoe and mill (1972).

A different type of sophisticated terrain-model simulation is avail-
able at the Martin Marietta Corporation, Orlando, Florida. A particular
feature of this simulator is ability for the observer to view the terrain
model directly as well as by a television viewing system. When used in-

doors, the model is illuminated by precisely controlled artificial light-
ing, either indirect or with a sun simulator. It can also be moved out-
side the building so that studies can be carried out under natural light-
ing conditions. The model measures 12.2 X 12.2 meters, at a scale of
600:1, which allows very realistic modeling; variable scales of 1200:1
to 200:1 are also used. The simulated terrain includes a wide v:!ety
of topographic features such as mountains, rivers, lakes, built-up areas,
desert and farm land. .The model is painted to simulate the "washed-out"

color effect as seen from about 650 meters altitude, thus simulating
some degree of atmospheric effect. The capability for a moving target
(tank or truck) across the modal surface is provided.

In this system, the sensor head (or the observation platform when
the direct view mode is used) is mounted on a beam which moves verti-
cally and laterally with respect to the terrain model. The third degree
of translational motion is provided by longitudinal movement of the model
towards the beam, (the model"flies" under the observer) while the

gimbaled sensor head is capable of three degrees of rotational movement.
Motion in all six degrees of freedom may be pre-programmed, or controlled
from Lhe simulated cockpit giving closed loop simusiation. The moving
model and solid beam arrangement provides an effective way of eliminat-
ing sensor "Jitter" due to motion. Flight speeds from helicopter to

supersonic aircraft can be simulated. When used with TV sensors, an air-
craft cockpit is also provided. A television projector provides a view
of the terrain model and allows the pilot to "fly" over the Model.



A variety of acquinition studies has been conducted at the Martin
Marietta facility as seen in Table 6-Ill. The facility (Guidance Develop-

*ment Center) is shown in Figure 6-25. A duplicate of this iacility has
recently been completed for the U.S. Army Missile Command at Huntsville,
Alabama.

The two terrain models cited (Rockwell International and Martin
Marietta) are only typical. Large, complex simulators need not be the only
ones used. Excellent terrain models and examples of related target acquini-
tion studies have been reported by the Human Factors Laboratory, Naval
Missile Center, Point Mugu, California (Bruns, Whery and Bittner, 1970);
the Naval Weapons Center, China Lake, California (Craig, 1971); McDonnell-
Douglas Corporation in St. Louis (Levine, 1970); and U.S. Air Force Aero-
space Medical Research Laboratories, Wright-Patterson Air Force Base,
Ohio (Freitag, Hilgendorf and Searle, 1974). In addition to these saller
target acquisition terrain model simulators, a number of terrain model
flight simulators, primarily designed for aircraft flight, and take-off
and landing, are in use. The scale and terrain on most flight sitmlators
are inappropriate for target acquisition studies.

An alternative to a rigid terrain model is the use of a flexible
terrain belt mounted on rollers. Translational motion along one axis
is provided by movement of the belt, the remaining five degrees of free-
dom being provided by movement of the sensor head. Terrain belts have
the advantage of requiring less space than terrain models and, since
they are continuous, they allow greater freedom of navigation than a
corresponding area of rigid model.

Terrain belts are limited, however, in scale and operation. One
disadvantage of terrain belts, as compared with rigid models, is the
difficulty of achieving adequate three-dimensional modeling of mountain-
ous terrain since the belt must remain flexible enough to move easily

.. over the rollers. A further drawback is the tendency of the belts to
deteriorate, particularly by cracking. The scale size must be such
that terrain and other physical objects are not affected as the belt
turns over the rollers, particularly in the vertical position. Because

'* of this, scale sizes must remain in the 10,000:1 to 1,000:1 range.
Belts may also tend to "flap" and thus cause distortion to the sensor.
The Rockwell International Corporation in Los Angeles, California, for
example, has a 1250:1 moving belt simulator.

6.4.3.1 Terrain Model Validation Studiesij
The most frequently cited experiment in which terrain model simu-

lator data have been compared with flight trial data is that carried out
by Blackwell, Ohmart and Harcum (1958). It is also notable because it
was the fir3t study of its kind. For the simulator trials, a terrain
model was constructed which accurately reproduced, at a scale of 600:1,

'I
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the topography and detail of the ground area, approximately 2 kilometers
square, chosen foA the flight trial. The target, a line of three vehicles,
could bo positioned where required on the terrain model in such a way that
the line was eitier parallel or perpendicular to the simulated flight path.

The remaining equipment consisted of a 5000 watt incandescent lamp
which could be positioned as required to simulate the sun, and an obser-
vation platform (seat) which could be mounted at several heights, simulat-
ing different altitudes, on a dolly which traveled along a track. Four
altitudes (610, 1220, 1740, and 2290 meters) were tested; recognition
probabilities and slant ranges were obtained for several different sun
positions. In all, 840 passes were made by the nine Navy reserve pilots
who took part in the simulator experiment.

Flight trials were conducted against real targets located in the
2 km square area which was reproduced by the terrain model. As in the
simulator experiments, the target could be located in any one of ten
different positions within this area and the same nine pilots took part
in the experiment. In these trials, a total of 109 flight passes were
made.

Comparisons between the field data and the simulator data showed
largo differences although the trends were the same. For instance, at
the shortest slant range, the recognition probability from the simulator
experiment was 0.89, whereas under field conditions, it was 0.60. In
each case, the simulator data were about 30 to 40 percent better than
the field test data. Figure 6-26 shows the general results for all
trials.

1.0

0.6

M 0. SIMULATOR

FLIGHT
cc0,2[-TEST

0 1L 165 2T-_ hO 35
2 4 6 8 10

SLANT RANGE - FEET (K)
(km)

•'URCE: ULACKW.L, 01VART AND HARCUM (1958)

Figure 6-26. Effects of Alti"'ude on Target Recognition



Blackwell, Ohrart and Ilaicum auggeat a number of possible reasons
for the lower performance under fie]d conditions, including (1) the
adlLlortal work load resulting from routine piloting ta;ks of the Beech
aircraft, (2) vibration and turbulence of the aircraft, and (3) the opti-
cal imperfections and distortionn of the windscreen. The pilots them-
selves commented particularly on the cockpit configuration which made
forward viewing impractical and thus field observations had to be made
from the side to a point nearly forward. Ohmart (personal communication,
1974) also believe! that the operational situation had some stress
effects since an Air Force fighter exercise was being conducted in the
flight area and caused the pilots to be distra,:ted. This, perhaps, also
reduced performance In acquisition.

- This study has been reviewed at some length as it illustrates some
of the problems in validating simulation experiments by field trials.
In addition, it is one of very few studies in which any attempt has
been made to compare simulator and field data under reasonably well con-
trolled experimental conditions. The 30 percent roduction in simulator
performance to account for the impact of task loading in probably a
reasonable value as Ohmart believes.

In an experiment reported by Hamilton (1958) comparative data for
field and terrain model simulator studies for night vision situations
were also developed but in this case, the variables were not well con-
trolled. However, it is interesting to note that this second study re-
sulted in longer acquisition ranges under field conditions, the opposite
result to that found by Blackwell, Ohmart and Harcum.

A recent study by the Air Force compared the AMRL 1000:1 terrain
model with actual field performance data for air-to-ground target acquisi-
tion performancte at night using aerial flares (MacLeod, 1973). The tar-
get acquisition performance simulation study was cinducted in detail on
the ANRL terrain model. Results were then verified with limited field
tests. Product-moment correlations between simulator and field test data
were very good, ranging between +.90 to +-.93. lilgendorf (1973) also
reviews in part the results of terrain table flare simulation data with
field test and reports correlations of between +.77 to +.93 between the
two for several variables, plus positive qualitativo results.

6.4.4 night Test Studies

Research and evaluation of air-to-ground target acquisition per-
formance can be obtained either from operational tests or from some form
of simulation. The tuo aproach.. .. r.. raly complementary. Field tests
are certainly more realistic but simulation generally allows better
experimental control. The majority of the work roviewed in this hand-
book is concerned with simulation or with laboratory experiments. Only
a relatively few well controlled experimental field tests have been re-
ported upon. This is due, of course, to the difficulty and expense of
conducting valid tests in real world conditions. The target environ-
ment, usually, cannot be controlled. If a certain variable must be test-
ed, then the conditions for that test must wait until the "world" is
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correct. in many cases, this wait costs time and money, while the con-
ditions may never appear during the time allotted for the test.

Possible sources of operational flight data include combat missions,
training missions, and [light tests. Flight tests allow the most system-

4 atic collection of target acquisitioa data. Little information is avail-
able from combat situations, at least for research purpones. Such data
are not normally published in unclassified documents and in any event
the results are most often anecdotal. Combat data are most often of
limited value in detailed study of factors affecting target acquisition
performance. Target acquisition research is frequently concerned with
the effectiveness of specific weapon systc-.s still in the development
stage. Even if the system is operational or the research is of a general
nature, only a limited amount of information is available from records
of combat missions. Certainly precise objecti an, repeatable quantita-
tive data about the nature of the target and background, and the condi-
tions under which the acquisition task was carried out are unlikely to
be reported.

Limitations in the use of data from combat missions also apply to
routine training missions. In addition, ,ilots in training are unlikely
to achieve the same performance levels as those who are fully qualified.
Nevertheless some survey studies have used data from training missions.
For instance, McGrath and Borden (1963) studied the records of 959 train-
Iag missions to dftermine the extent to which geographic disorientation
was a serious factor affecting mission success. They were able to use
results of training missions. (This study did not consider target loca-
tica accuracy, however.) In general, however, training missions have
not been a fruitful source of data. Training is a primary mission and
those responsible are usually reluctant to allow research and tests to
interfere,

Flight trials to be effective should be conducted specifically for
research with effective aircraft and ground instrumentation. Systematic
flight trials, with a degree of experimental control, can be combined

__ with a high level of operational realism to provide a link between
" operational situations and simulation experiments. Flight trials provide

operational conditions for the cockpit environment, pilot work load, the
effects of buffeting and vibration, a dynamic external visual environ-
ment, and atmospheric effects. The stress of flying over defended hostile
terrain is not usually available in a flight test. In thia respect,
flight trialc must be regarded as a form of simulation. The realism in-
herenL in .iht Lets u iO fte a OfiUt6 atequate expoumental control
and accurate measures of performance, Adequate experimental design and
control is the big problem in field teste.

Good experimental design requi',es systematic changes in key variables
while othar offects on performance .wre held constant, Flight teats often
do not allow this. Some conditions, primarily weather, cannot be held
constant during a series of test runs. There are also other limits on
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systematic variation and/or control, such as flight ath, pilot and observ-
er skill, number of targets, target-background relaL~onships and target
shape, size, and location. Finally, flight safety limits certain condl-
tions and operational procedures which may be practical in combat Operations.

Even a well designed, carefully controlled, and effectively executed
field test still may not be completely successful. An excellent example
is the field test of a visibility model conducted by the Nav and Scripps
Institute in 1962 and reported by Erickson and Gordon (1970).

The purpose of the test was to validate a vluibility oriented target
detection and recognition model. This effort was unique in the level of
detail in measurement and in the computation involved, as well as being
one of the few full scale field validations of a target acquisition model.

The model provided maximum detection ranges for two vehicle-type
targets and, with some simplifying assumptions, provided estimates of
maximum recognition ranges, where recognition was defined as being the
ability to distinguish between the two targets (a tank and a van). Since
the model is not currently used and did not prove to be practical, the
details are not presented. The details involved in field testing and
measurements, however, are unique.

Extensive field measurements of atmosphere and of vehicle visibility
were made concurrently with test flights by A-4 pilots at China Lake,
California. Most pilots flew more than one test run and an average of
2.8 flights. Target detection and recognition reauls obtained were
then compared with the model predictions. Only search along a strip
was involved since the target area location was defined by a graded
strip in the desert. Two targets, a radar van and an M-4 tank, were parked
in various positions along a long, narrow bulldozed strip. The pilots
flew in at 270 knots IAS and at a prescribed altitude. "Detection" con-
sisted of reporting that an object could be seen. "Recognition" consist-
ed of reporting the type of vehicle and orientation. The van always
pointed north, and the tank always pointed south.

The procedures used were as follows (Gordon, 1963):

1 Precise measurements of the targets' reflectivity were
made. This included detailed data on reflectivity of
the finish, as a function of wove length, angle of in-
cidence of illumination, and viewinZ avgnie. Photos were
taken under many conditions and were scanned with a densi-
tometer to obtain contrast patterns of the targets.

1 The tests were actually conducted by Louis Erwin who died
before the results were published. Erickson compiled the
data and published the NWC report in 1970 so that the in-
formation would not be lost (Erickson, personal connuni-
cation, June 1974).
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2 Similarly, precie properties of the soil and blacktop and
background were also subjected to detailed study.

3 Vie "inherent target indices" were described by use of the
detailed densitometer plots of the target from a given angle

4 combined with the shope of the visual lobe of an observer.
Convolution integrals of targer contrast and visual perform-
ance e'ata were then used to p,.oduce a "target index" for each
targ-t for a given altitude and line of sight.

4 "Apparent" target indices were then devised. The inherent
target index was multiplied by the transmittance of the
atmosphere and the aircraft windscreen and modified by a

"field factor" to obtain the "apparent target indices."
(The model conuidered three field factors, 2.4, 3.6, and

5 The theoretical sighting range was then calculated. The
ground rango to the center, forward edge, and near edge of
the assumed "hard ,hell' detection lobe was computed for
each of several vl:,al depression angles. The extent of
ground range between near and far edges of the lobe repre-
sented the rangn with which detection could take place
for thzt set of conditions. Figure 6-27 is a typical de-
toctlon lobe plot.

6 Calculation of detection probability was then made. A
set of assumptions about pilot search behavior was made to
permit selection of line of sight angles. Probability of
detec ton in a single glimpse was determined. Cumulative
probability was then computed on the assumpr.io of system--
atic saarch. Figure 6-28 is a typical cumulativwt prob-
ability. The theoretical maximum range ia dtgraued by the
field factor.

- 7 A "target index for conditional recognition" unas coutptad
- based on the assumption that the recognItion r4sponso coulJ

take place ao noon as the observer could detact the dPlftr-
ence in signol between the two targets, anti alowing a Z.7
second iniarval for study of the target. 'Thus, the pre-
dicted recognition ranse wa simply 2.7 becondu of observor
travel loss than the detection ranRe. Thiv vlua was based
on a study which simulated low level targe': alQdqatitiuv by
u3ing small models as seen from a pa*aing autlLoolil
(Duntley, 1.957).

The modeling techniques proved to be very optimiatic when compared
with test results (Erickson and Gordon, 1970). In general, detection
ranges were underestimated while recogpition rainga were significantly
overestimated. In this field tent, search was not a problem; thus,



the underes±timation of detection is not surprising. However, the re-
suits for recognition clearly Indicate that more is involved in recogni-
tion than Just simple, visual signal pattert, differentiation. Compare
the obtained results for cumulative probability of detection and recog-
nition in Figure 6-29 with those predicted in Figure 6-28.

This report presents clearly the problemis of field evaluation and
validation. The results were much less definitive than was expected in
spite of extensive, careful measurements, a superior, well planned
end executed experimental design, and deliberately limited test
objectives.
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Flight test performance may be measured in terms of target acquisi-
tion range. Here the correctness of the acquisition, and the actual

A range must be determined. Instrumented ranges can be used to provide
%- radar, laser, or other range measuring data. Pilot reports of acquisi-

tion combined with true verified location on the ground and a film or
TV record can be used to assure correct acquisition. In general, photo
or TV r.rording provides the most reliable verification of target

acquisition by a pilot. Using only verbal reports as to location or
orientation of target does not allow for possible mislocations; even
whole target areas can be mislocated (JTF-2, Tests 4.1 and 4.4). Verti-
cal photography can also be used to provide aircraft location. For all
key variables in the test, redundant measures are usually necessary.
For example, Blackwell, Ohmart and Harcum (1958) report differences in
acquisition range as measured by optical tracking and by vertical photog-
raphy of 13 percent. Wad* (1964) and Richardson (1962) also report
similar discrepancies between measurement techniques. Range measurement
must be precise and at loast two independent measurement techniques are
needed.

Any objective evaluation of field test data makes obvious the prob-
lems of measurement and control. A review of soma field test results( was conducted by Bliss (1966). Bliss, for instance, cites a report in
which he states, " . . . (This test) illustrates the problems of con-
ducting and reporting flight tests when thorough planning has not been
done. There is no e:perimental design of any kind, no control of pAo..
ability, and no control of learning, no check or assessment of the
accuracy of range measurements, no check on the validity of the pilot's
detection and identification reports, no review of previous work on the
same problem, and no statistical tests. A totally inappropriate altitude
fo;. search for these typos of targets was selected. The report is in-
ternally inconsistent in description of procedures and draws conclusions
not consistent with the reported results." Needless to say, Bliss is
dubious about the validity of many field tests.

Another approach to field testing was that adopted by Joint Task
Force Two (JTF-2). Here a major field test effort involved a dozen
different types of aircraft, and five different classes of field tests,
consisting of more than 3000 sorties. Two of the major tests series
evaluated air-to-ground target acquisition, at altitudes below 1000 feet
(304 In) TF-2 was astablished ir, 1964 by direction of the Secretary
of Defense, directly responsible to the Joint Chieft of Staff, to test
the low altitude capabilities of tactical and strategic aircraft weapon
system, along with the capabilities of air defense systems against low
flying aircraft. The test program was discontinued after 1967. Test
1.0, Minimum Terrain "'loarance and Test 3.1/3.5, Surface-Based Air De-
fenso are not directly related to this discussion. However, two of the
tests were of target acquisition systems and the third was related to
it.



Test 4.1, Visual Target Acquisition, examined the visuLl ground tar-
get acquisition capabilities of representative aircrews against pre-briefed
targets, flying representative aircraft under visual flight conditions
over rolling terrain. Also examined on the target acquisition task was
the relationship between such variables as aircraft type, terrain clear-
ance, altitude-target characteristics, and environment. Assigned test
altitudes were two terrain clearance bands: minimum safe altitude to
400 feet, and 500 to 900 feet above the terrain. Ten aircraft types
were used: five tactical strike (A-1E, A-4B, F-4C, A-6A, and F-105D),
three tactical reconnaissance (RF-I0, RA-5C, and RF-4C), and two strate-
gic (B-52 and B-58). A total of 474 data gathering sorties was flown by
the 232 participating aircrews at assigned airspeeds varying from 175 to
550 knots.

Test 4.4, Target Acquisition-Tactical Air Reconnaissance, evaluated
aircrew, sensor, and interpreted target acquisition capabilities against
targets of opportunity over rolling.terrain. The target acquisition
task examined the relationship among such variables as aircraft type,
altitude, speed, course, and environment. Assigned altitude bands were
from minimum safe altitude to 400 feet, and 500-900 feet above the terrain.
Forty-nine field army type targets, all distinctly visible from the air,
were used in the test. Aircrew performance was scored based on the
percentage of targets acquired, how accurately the acquired targets were
described, how completely the target complexes were described, and how
accurately the targets could be located on maps. Photo interpreters
were similarly scored. Sensor performance was evaluated as to the per-
cent of targets and individual target details that were captur!:d on
Imagery. Data were obtained from 508 A-6A, A-4C/E, F-4C, RF-4C, O-lE,
and UH-lB aircraft sorties.

Test 2.1, Penetration-Operational Systems, was flown in conjunction
with Tests 4.1 and 4.4. Navigation capabilities of representative air-
craft and aircrews at low altitude over both flat rd rolling terrain
and over navigation courses ranging from 150 to 171 miles in length,
wore examined in this test. Navigation capability uas measured by rate
of check point acquisition and time deviation. The relationship among
such variables as aircraft type, altitude, speed, and aircrew experience
was also examined. Data were obtained from 478 sorties over flat terrain
and 421 sorties over rolling terrain. While the navigation data do not
directly involve target acquisition, the results of navigation uncertain-
ty can affect aperatio. tar ge acquisition performance. (See Section
5,2,3.4.) Thus these results are also of general interest to the prob-
lem of target acquisition.

As part of the 4.1 and 4.4 field tests a series of photographic
flights was conducted to obtain specialized wide angle 70 mm photographic
simulation imagery for the support of task force research programs.
Collection of Test 4.1 imagery war completed during the summei and
fall of 1966, using the standardi.zed field test courses established by



JTF-2 in the Louisiana/Arkansas/Oklahoma area. The test courses for
Test 4.4 were established in the same general area and were filmed dur.-
l5g the summer of 1967. The specific flight and photographic condi'.ions
used in filming were deliberately selected to meet particular JTF-2
simulation test requirements. In general, separate films were colected
to represent systematic variations in those flight parameters dependent
on aircraft position (i.e., altitude and offset). Each simulator mission
film represented coverage of a particular JTF-2 test course under a
specified set of operational conditions. In addition to the motion
picture films, imagery using infrared and radar sensors, and oblique
and panorama still photographs were obtained. The simulation phase was
not conducted, however, due to the disestablishment of JTF-2.

The majority of the JTF-2 test data is classified and/or still re-
tains a limited access status. Thus a discussion of the results is not
possible here. However, the test series represented the best efforts of
military and scientific personnel to obtain statistically valid and oper-
ationally useful data. The test designs were such that statistically
sound samples of human performance data were planned. The quality and
quantity of information as to target acquisition performance were conpared
with ground truth. The accuracy of performance in acquiring targets
was measured and the accuracy of those measurements reported. The avail-
able JTF-2 results have been noted in previous chapters in this source
book. The JTF-2 results contradict none of the major findings previously
noted herein. The data are reported in a series of JTF-2 volumes
cited in the bibliography.

Another series of field and simulator tests of air-to-ground target
acquisition is being conducted under Department of Defense sponsorship
as project SEEKVAL (Joint Test Project, July 1973). Some initial re-
sultc of simulation studies in this program have been cited (Van Arsdall,
1974, Freitag, Hlilgendorf and Searle, 1974). As of this date, however,
no field tests have been conducted.

1 = A recent summary of field test data has also been prepared by Thorn-
ton, Erickson, and Bruns (1973). This classified document summarizes
54 reports of field tests of direct visual air-to-ground target acquisi-
tion. The authors found that the reports were not well organized. As
a result, meaningful, related data were hard to extract. Typically,
many reports were deficiet in desqriptiona of test conditions and pro-
cedures. Such key data as range of target acquisition were often not
reported. Even where it was, the definitions of the target acquisition
process used in the test were not the same. (See Glossary of this source-
book.) While many excellent tests were noted, most field tests were
poorly structured and poorly reported. Table 6-1V is from the report
by Thornton, et al (1973). This summary indicates the contents and
limits of typical flight tests. Table 6-V is adapted from that form
and modified to include sensor aided as well as direct visual target
acquisition tests. Tables 6-IV and 6-V provide a preliminary check list

. for the presentation of data in flight tests'of target acquisition.

-- - -- -
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STABU 6-iV

Test Completeness Statistics

SOURCE: Thornton, et al (1973)

Total of 57 Reports/Tests Reviewed (4% were not applicable)

Of the 53 applicable reports/teats, the following percentages apply:

TYPE OF DArA PRESENTED,
1%nge to target at task completion - 56.6%

*Percent of targets where task completed - 30.2%

Time required to perform task - 24.5%
Probability of completing task - 16.9%
Errors (e.g., false reports) - 16.9%
Cumulative probability as function of range - 15.1%
Number passes required to perform task - 1.8%
Other types of data (or data of little use) - 11.3%

TARGET CONSIDERED:
Type:

Vehicle - 45.3%
Personnel - 9.3%

Deployed army - 45.3%
Convoy - 16.9%
Other - 15.1%

Nuir-er per configuration:
One - 30.2%
Two - 3.7%
Three - 15.1%
Four or greater - 11.3%
Varied - 20.7%
Not reported - 18.9%

Movement:
Static - 90.6%
Dynamic - 37.7%

Lighting (direct sun/shade) reported: 39.6%
Luminance (and/or reflectivity) reported-.3.7%

Glint/ hihllaghts reported: 1.9%
Amount of camouflage:

None - 45.3%
,Some- 30.2%
Not reported: 24.5%

Contrast reported: 13.2%
Color reported: 28.3%

I'



* MBACKGROU&D;
Search area size reported: 52.8%
Terrain/fotiage information given: 75.5%
Clutter/cue information nrovided: 58.5%
Luminances (and/or reflectivity) reported: 11.3%
Lighting reported: 43.4%
Colors reported: 9.4%

AIRCRAFT:
Type:

Fighter - 32.1%
Observation - 26.4%
Bomber - 11.3%
Helicopter - 30.2%
Attack - 13.2%
Other - 15,1%

Flight Tactic:
Straight in - 54.7%
Combination - 9.4%
Dive - 1.9%
Pop-up - 9.4%
Orbital - 3.8%
Not reported - 26.4%

Altitude (feet):
Pop-up or nape-of-the-earth - 18.9%
0-400 - 41.5%

400 - 1000 - 49.1%
1000 - 2500 - 39.6%
2500 - 5000 - 32.1%
5000 - 8000 - 18.9%
Greater than 8000 - 13.2%
Not reported - 3.8%

Speed (knots):

0 - 50 - 16.9%
50 - 100 - 24.8%
100 - 250 - 26.4%
250 - 400 - 32.1%
400 - 550 - 30.2%
550 - 700 - 5.7%
Not reported - 20.8%

Other flight path information (e.g., heading) reported: 47.2%
Number of aircraft in group:

One - 86.8%
Two - 5.7%
Three - 7.6%
Not reported - 3.8%

I:
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Geographic orientation to target reported: 28.3%
Vectored to target area:

Yes - 26.4%
No - 24.3%I. Not reported - 28.3%

Requirement to navigate to target:
Yes - 43.4%
No - 41.5%
!:.t reported - 15,1%
Accuracy of approach to target reported: 35.9%

Number Pearchers per aircraft:
One - 81.1%
Two - 24.5%
Three - 3.8%
Four - 1.9%
Not reported - 3.8%

Experience (e.g., pertinent flight hours) reported: 67.9%
Type of briefing subjects received reported: 66.0%
Familiarity of crew with area:

Familiar - 20.8%
Varied - 3.8%
Not familia- - 1.9%

°" Not reported - 73.6%
Number previous passes in test reported: 32.0%
How much general flying in area retorted: 5.7%
Specific informition on crew:

Rank reported - 30.2%
Age reported - 11.3%
Test scores reported - 13.2%

TASK:~Detection - 66.0%

Recognition - 52.8%
Identification - 37.7%
Other - 9.4%
Definition of task given: 73.6%
Search tactic used reported: 15.1%
Workload (other than searching):

Yes - 69.8%
No - 45.3%

Not reported - 3.8%
Search time available reported: 37.7%

ATHOSPHERE:
Inversion/haze layer reported: 15.1%
Visitility reported: 49.1%



How visibility measured reported: 28.3%
Cloud cover level reported: 39.6%

- - Coiling condition reported: 28.3%
Sun angle (w/r to line-of-sight to target) reported: 30.2%
Wind speed correction reported: 3.8%

*1f



TABLE 6-V

FIELD TEST RZPORT ON AIR-TO-GROUND TARGET ACQISITION

DATA SUMMARY FORM

REPORT TITLE AND NUHBL!'

Field Test:

Technical Performance:

Issuing Agency, Date, and Author(s):

Type of EO System:

TYPE(s) OF DATA PRESENTED

Rangc to target at task completion

Probability of task completion

Time required to perform task

Number of passes required to perform task

Errors (e.8., false reports)

Range of lock-on

How target acqulrcd

A. EO only B. EO, confirmed by Direct View

C. Direct View, Switch to EO

Time to (A) (B) (C)

B Time to complete task

Other

TARGET (SPECIFY BOTH MILITARY AND VISUAL ASPECTS)

Number/configuration

Type (and/or size, shape, etc.)

Moving or Static

Aspect and Orientation (w/r to 3-D flt. path)



Lighting (direct sun/shade)

Color

Luminance (and/or reflectivity)

Glint/ Highlights

Camouflage

Contrast at Target

at Sensor

at Display

Temperature

BACKGROUND - - SEARCH ARU SIZE

Terrain/foliage classification

Clutter/cues

Lighting

Colors

Luminances (reflectivity)

Temperature

AIRCRAFT - - TYPE

Flight tactic (straight-in, orbital, etc.)

Altitude

Speed (ground speed if posuible)

Other fit. path info, (e.g., heading, position)

Number A/C in group

Geographic orientation in approaching target area

Vectored to target area?

Requirement to navigate to target

Accuracy of approach to target

CRER - - NUMBER SEARCHERS PER A/C

Experience (pertinent flight hours)

Type of briefing received

Familiarity of crew with area

Number previous pasts in test

How much general flying in area

6-A4



Specific info. on crow: Age

Rank

tTest Scores

Experience vith System

Number Observers per Display

SENSOR

Type

Whore carried

Field of View in Degrees

Fixed

Variable

Zoom

Scan Angle

LOCATION:

Missile Pod A/C

TRACK:

Manual

Automatic TYne

Resolution

Comments

DISPLAY

Type

Size

Resolution

Viewing Distznco

Ambient Illumination

Hood

Special Features

Comments



TASK-- Detection, Recognition, Identification, Classification

Definition of above used

Search tactic used (uniform, line, random, etc.)

Workload (e.g. navigating and searching)

Search time availtble

Search Tactic

ATMOSPHERE - - IVERSION/HAZE LAYER

Visibility (eubject-to-target?)

Hiow sured

Cloud cover level

Ceiling

Sun angle (wlr to line-of-sight to target)

Ifind speed correction

Humidity

RV'NARKS - - EVPLUATION OF TEST, ETC.

p .



6.5 Conclusion

Techniques available for the evaluation of air-to-ground target
acquisition performance vary widely in the extent to which they iccur-
ately represa.it the visual and dynamic complexity of the real world task,
in the degree to which the experimental situation can be precisely con-

trolled, and in complexity and cost, Each of the three main techniques,
mathematical models, visual simulation, and field tests, has particular
advantages and disadvantages which must be closely considered when se-
lecting an evaluation method.

Operational data represent tile miaximum possiblerealism. But flight
tests can only provide reliable information if the trials are carefully
ilanned and conducted so as to ensure adequate experimental control.
Even when this is done, the variability of the data is inevitably large,
as compared with data obtained under conditions of more rigorous experi-
mental control. Blackwell, et al (1958), Gilmour, et al (1953), Valen-
tine (1971), and Thornton, et al (1973) all report variability of flight
trial data up to three times as great as that of corresponding simulator
trials. To achieve the same level of statistical significance, therefore,
a much greater number of trials are required. In practice this is very
rarely possible since flight tests are expensive in terms of both per-
sonnel and equipment, as well as time.

In view of the difficulty and expense of obtaining flight data,
the use of simulation is an important way to evaluate target acquisition
performance. A number of sophisticated techniques have been developed
for tile simulation of the terrain viewed either directly by motion pictures,
or by means of a television system. Accurate visual simulation is a
primary requirement in target acquisition evaluation. The degree to
which other aspects of the operational situation, such as environmentol
effects or aircrew workload, must be represented in order to obtain valid
data, has not been clearly established., Thus, even if the simulation

. has been wall defined, determining the extent to which the operational
situation should be represented is by no means easy. The more the simu-

lator test approaches the real world, the greater the complexity and cost
of the equipment required. In theory, the atm must be to maximize the
validity of the data obtained while minimizing the complexity and cost.
In practice there are fLe guidelines as to how this can be achieved.
Caref.l e.peri-.ental daga ind specification of variables to be tested
are vital. louever, better control of experimental conditions is possible
with a simulator.

In some cases a decision may be made not to simulate but to abstract
certain aspects of the test and mtudy them in isolation, in order to obtain
information about the basic processes involved. This "laboratory" method
has the advantage of reducing the cost of the equipment and allowing
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greater control over the variables of interest, The data obtained from
these nimplified situations are not readily related to real world condi-
tions, Laboratory simulation in which the visual complexity of the oper-
ational tark is reduced by the use of ,imple abstract displays or the
dynamic complexity eliminated by the use of static material, can make a
valid contribution to the study of target acquisition problems but such
an approach can only be regarded as , iplementary to, and not a substi-
tute for, more realistic simulacion h ,dies.

A different problem usually also encountered at an early stage in
the development of a system, is determining the conditions under whi- h
satisftctory performance cannot be achieved so that they can be elimi-
nated from further consideration. Evaluations of this sort can be aftec-
tively carried out by means of mathematical modeling techniques. Since
most models tend to be more optimistic than operational conditions, it
can be assumed that if acceptable performance cannot be achieved in the
model, then the system will also be operationally unsatiseactory. Thus,
modeling allows minimum standards to be established at an early stage
in the development program for a target acquisition system.

I
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CHAPTER SEVEN

CONCLUSIONS AND RECOMMENDATIONS

7.1 PurRose

T e purpose of this chapter is to summarize the problems and shortcom-
ings in target acquisition (TA) work and to recommend areas in system design,
operations, and research which have some probsbility of providing answers to
the problems of acquiring targets. This source book has reviewed the results
of experimentation, simulation, models, theory, and the results of field
studies pertaining to air-to-ground TA. The bibliography of approximately
1750 references accumulated as a direct outcome of the literature scarch
necessary to prepare thic report indicates the anormity of the field, the
wide qumber of technology areas contributing to it, and the large number of
individuals actively pursuing solutions to its variety of problems. The
results of this sea-ch have been disappointing in some ways. There is no

I straightforward way to select appropriate data from laboratory, simulator,
. or field testo and to combino the whole into a sensible, comprehensive view

of TA.

Early in this discussion, a classification scheme for the TA problem
was chosen (Figure 1-2). To a Incge extent this approach has been followed
throughout this review. The effects of uncontrolled variables even under
the sama nominal conditions have been noted. The impact of interactions be-
tween those variables has received less emphasis. For simplicity, the
review of this date may have tended to ignore the complex effects of inter-
actions among the events that affect TA. The parameters and variables noted
in Figure 1-2 do not usually act independently. The level of de.ail in
which they are considered is not consistent in any two studies. If all the

variables were always measured in the same way and were always reported,
some reasonable evaluation of interactions might be made, Obviously this
has not happened. The number of variables is large, and many are not
amenable to control. Even the choice of ioportant variables will depend
upon the be end L .n-rast f the nv orv........ concerned. However, based

S.-upon our review of published material and the authors' biases and interests,
the conclusions are presented in this chapter.

The following general criticisms and conclusions of TA research seem
to be appropriate at this tire:

1. No simple answers to the description, evaluation, and prediction
of TA performance exist at prevent, nor does it appear likely that
major breakthroughs will be soon forthcoming.
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2. Although much laboratory research has been performed in search,
detection, and recognition f targets, most of it has used abstract
targets and backgrounda, has had a research, rather than applied,
bias and slant, and in at best, not directly applicable to solving
the applied TA problem(s).

3. There has been soma ill conceivcd, poorly organized, and badly
executed work in the area of TA, particularly in field test and
simulation where important variables have not been identified,
measured, or held constant.

4. Insufficient work has had a human performance orientation, investi-
gating the effects of learning, motivation, and individual dif-
ferences.

5. The literature of TA in, for the most part, difficult to obtain,
collate, and review. Much of it is buried in company files, out
of print, or otherwiso not in the open literature.

6. A problem plaguing the TA area is the lack of a standardized nomen-
clature, definition of terms, measurement methodology, and mathe-
matical symbology.

7. There has been little communication between practitioners and
researchers, probably because of the lack of understanding of
practical problems, and because of differences in training, back-
ground, and methodology.

8. There has been soma polarization but little cooperation among the
different technologies concerned with TA, e.g., the display group
interested in display quality and the mission-analytic group
interested in task wid mission parameters.

9. A problem inherent in simulation studios hAs been the lack of d
simulated atmosphere. This probably is one of the causes of the

4 diaparity in the results of these studies with those of flight or
field tests.

10. A major problem with fiold testing has been the lack of a oatis-
factory measurement of atmospheric attenuation (visibility) con-
current with the acquioition runs or missions.

11. Some areas of TA have been neglected because good techniques for
simulation or meaourament have not yee been dcvised. Shadous,
contrast, and effects of camouflatle and atmpapheries (haae, smog
fog, etc.) are e:amplea of this negleat.,

12. Soma concepts such as "resolution elament" nerd a bettar p or-
tional definition it measurement and modelinS a.forta are to
improve the accuracy of prediction.

cc



13. 1he validity of terrain table simulation must be established. A
problem of concern, for example, to the effect of two versus one
eyeball in terrain table work. This problem can be decided once
the importance of stereoscopic factors is determined in viewing

- terrain tables at different viewing distances and scales. Another
problem is the effect of dynamic versus static viewing and mission
simulation, and of fixed versus moving base simulation. Once the
relative effects of these factors are determined, the validity of
terrain table simulation will be improved.

14. The apparent face validity of motion picture simulation requires
effective evaluation. What are the real requirements for viewing
angles? Is use of wide angle photography necessary? How does
resolution and MTF of the camera lens system relate to TA perform-
ance? And how does real world, real-time performance relate to
motion picture simulation?

15. In the area of search, more work should be performed on the charac-
teristics of "good" searchers versus "poor" and, on organized
trained search versus random. Definition of these variables will
help to obtain a better model of the search process and hence of
prediction. Also needed is the effect of terrain background com-
pared to homogeneous backgrounds (or free-field search). Finally,
a reasonable, wall validated mathematical model of visual search
is required.

16. The "fudge" factors used to bring the laboratory data on contrast
thresholds into the operational acquisition realm are based on in-
adequate data and hypothesis. Thoy need to be validated 'Cy proper
simulation or field study using realistic scenic backgrounds and
task conditions.

17. Although there is a plethora of mathematical models, no one model
has the answer to the target acquisition prediction problem. More
work needs to be done in validating them and finding out where
they can be best applied. The answer to this problem may lie in
validating submodels rather then the entire process.

18. The UrF approach is a concept entirely useful to engineers, psychol-
ogists, physicists, and meteorologists. This approach merits ex-
panding and further development into a systems concept.

The foregoing discussion notwithstanding, there are many positive fac-

tors that can be gleaned from the TA studios. The remainder of the chapter
will discuss these findings and their implications. As in any summary,
simplifications may not satisfy the spocialist. What is obvious to one
individual may not be so to another. The rosponeibility for deletion or
inclusion is the authors'.



7.2 Applications

The parameters outlined in Figure 1-2 will be noted and the effects
the factors may have will be cited as: 1) design reLommendations, of interest
primarily to the systems engineer, 2) operational implications, of interest
primarily to military operations personnel, and 3) research required, of
interest primarily to scientists.

What is important for one of these three areas may not necessarily be
important for &nother. Further, the diversity of results between labora-
tory research, simulation studies, and field tests makes it hard to develop
quantitative summaries of TA data. It is possible to make certain qualita-
tive summaries which are supported by the data. In many cases, however,.
these statements appear to be mere elaborations of the obvious. Wherever
reasonable a qualitative approach has been taken, recognizing that this
approach, while scientifically "incorrect," is pragramatically "necessary."
Engineers and operators need answers; researchers want more time to study
the problem. The following are logical extrapolations based upon data devel-
oped in previous chapters.

7.2.1 Target Background Parameters

7.2.1.1 Desi, Recommendat ions

1. Optimize the system design for a class or type of target. A system
for acquiring air fields is useless for finding tanks, for cnample.

2. Provide at least 5 are minutes visual angle for reliable target
detection. The crucial size of a target is minimum visual angle
at the eyeball of the observer; the ls:ger object is acquired
first.

3. Provide at least 10 arc miautes visual angle (30 desired) at the
eye, if the observer is required to reliably recognize or identify
a target# The task of identifying a target depends upon the ability

4to determine differences in shape and other detail about the target.

4. Provide at least 20 percent apparent target-to-background contrast
at the eye of the observer for target acquisition. Above about 35
pareat 4pparent contrast, there is littie improvement in TA per-

formance. The absolute practical minimum threshold is 5 percent
contrast.

5. If a trade is required, first maximize for contrast, then size, and
finally shape.

6. Designing to use natural color is unnecessary. Natural color# either
in direct view or on television, is a relatively unimportant aid to
finding targets. An exception is intensely saturated hues on a
homogeneous background.



7. A TA uytitem vhich provides the observer with a reliable cue as to
where to look is preferred, perhaps even necessaly. Almost any
cueing device- motion detector, spectral analyzer, laser spot
seeker, relative aircraft to target predictive information - will
significantly improve target acquisition capability.

7.2.1,2 Operational Implications

i 1. Targe.ts are part of a complex of target and background. The back-
ground is as important in helping acquire targets as the target.
Thus a target which is distinguishable from the background is easiest
to find.

2. Use distinctive features to help locate a target. If the target is
not conspicuous, then other objects near it may be located and the
target related to these objects.

3. Thinge that make an object stand out include:

a. Differences in type, e.g., tanks are obvious in a group of
trucks.

b. Size; obviously big objects are easier to find than small.
Small size objects (below 5 arc minutes at the eye) will be
acouired only if they have high contrast with the background.

c. Shape, man made or straight lines stand out in natural back-
g rounds. Distinctive shape is an aid in acquisition. Shape
Is less important than contrast or size.

d. Luminance contrast; bright objects are easiest to see - the
practical lover limit for contrast at the eye is 5 percent.
Objects much below 20 percent contrast are not usually
acquired. If it is necessary to find a low contrast object,
then sufficient time to search (up to one minute or more) must
be provided.

4. Color Is not very important except for unusually highly saturated
or brilliant colors.

5. Moving targets are easier to acquire. Relative motion of the tar-
got is not as important, however, as are the cues the motion pro-
vides, e.g., dust, ship wake, changing contrast of the moving tar-
get with its background.

6. Shadow provides a change in the relative shape and contrast of the
object# Thus affects of shadow are differential. depending upon
the-target-background complex. In open areas shadow generally is
an aid; in cluttered areas (trees, buildings) shadow is confusing.
In hilly terrain shadow acts to hide targets.
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7. Terrain and vegetation act to mask targets. In rough terrain and/
or heavily vegetated areas the time that the target is unmasked from
view can severely limit search time. If a target is masked
repeated passes may be necessary to accurately locate it.

8. Objects of &imilar size, shape and/or contrast to the target in the
area around the target act as clutter. The practical limits to a
cluttered area is about four diameters in size relative to the tar-
get size. Allow up to ten times the normal search time (see 7.2.5.2)
to acquire a target in a cluttered area.

9. Cues to target locatioa in the backgrot. d aid in acquiring targets
by directing the observers' attention a' to where to look. Good

natural cues include:

a. Linear objects - roads, railroads, rivers, - and natural inter-
sections of linear objects such as road-rail and road-river
crossing, ridge lines, tree line, etc.

b. Homogeneous spaces in which no target of a specified type is
expected, such as open fields, lakes, solid forested areas, etc.

c. Large objects, usually with high contrast or regular shape such
an warehouse buildings, farm buildings, storage tanks, air-
fields, etc.

d. Numbers of target objects, a group of vehicles, three or more,
is more easily acquired than one or two.

7.2.1.3 Research Required

1. Optical characteriatics of targets and backgrounds should be opec-
ified, measured and catalogued.

2. A simple, practical method of directly measuring apparent target

to background contrast in real tine from the aircraft is needed.

3. A standardized definition of contrast is required.

4. Determine how much of the background area contributes to contrast
with the target.

5. Deve,p An operational classification of terrain-vgetation-
background types. Then develop standard vicual target acquisition
search time and acquisition range data for each classification.

6. Develop effective oparational measures of clutter and the effective
practical size of a "cluttered" area as related to target size-

7. Effects of camouflage have not been reported. Hore infomation and
data are required.



8. Study the effects of shadows on target acquisition, i.e., when
shadoda help and when shadows hh.der.

9. Develop a single operationally practical mathematical description
of the targeL-background complex and/or context.

7.2.2 Aircraft Parameters

7.2.2.1 Desin Recoimendations

I. Obviously, optimize the aircraft sensor-observer combination for
the target acquisition task at hand., Personnel, for example, are
not reliably visually acquire,' at altitudes above 600 meters.

2. For visual carget acquisition provide maximum practical viewing
and look-down angles.

3. Good navigation accuracy usually means better target acquisition.
Provide a means of accurate aircraft location up to date in real
time.

4. 1'%o observers are better than one; however, the two observers vill
find up to only 40 percent more targets, not twice as many as one
observer.

7.2.2.2 Operational Implicationi

1. There is an optimum altitude for target acquiuition dependiag upon
target size and atmuspheidc visibility. "Under best conditions of
visibility it is on the order of 250 times the linear size of tha
object being sought; under the worst .,onditions of visibility, it
is on the order of 30 times the size of the object being sought."
(Boynton in Morris and Horne, "Visual Search Techniques," 1960,
p. 238).

2. The slant ratge at uhich a target i first visible ahould be col-
cuiated. Detailed search for that ttrget before the maximum
available renge is unnecessary. The maximum visible slant range
depends upoa, at least:

a. Relative target size; allow at least 2 arc rinutes at the eye-
ball for maximum possible detection ranpa.

b. Atmospheric visibility.

c. Target unmask at altitu.-,

3. Aircraft speed affects search time. ror target acquisition choose
the slowest practical speed from the time the target is theorati-
cally visible.
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4. Heluct routve of approach to minimize target offnot from the air-
tralt (oburvuro') most direct line view of thu target. Good
n)avigitLiotal accuracy ohould minimize target offuet.

5, Holct ruutsg of approach to maximize target exposure time to
tho obhurvur, If Lh target must be mauked or hidden au that only
minimum target exposure time is available, provida briefing, ravi-
X,*tgtn and cueing aida to aid the. observer in where iand when to
look, Under even those ideal conditions (i.e., knowing exactly
when and where to look) the target must be exposed for at least 3
u$cOndsg at least 10 seconds is preferred for reliable acquisition
(better than 0.50 probability).

6, For the task of visually acquiring targets the eircraft providing
beat forward and look-down visibility is preferred, In general,
observation from the front or forward seat is best for target
acquLsiti n,

It If practical, providing more than one observer will improve total
target acquisition probability by up to 40 percent per observer,
when observers search the same area.

8, Hoving targets are (slightly) easier to find than static ones.

7,24.3 Ross rch 1Reauired

1, Ii loynton hypothesis regarding altitude (7.2.2.2) nooda opera-
tousl vrification,

2, The Interactions of altitude, range, speed, and offoot require more
precite mathematical description. It is probable that these are
not simple additive, geometric relationshipa but are at best repre-
sented by some polynomial function.

, Validste the Dugas and Petersen (1971) laboratory study on target
motion in terrain simulator and/or field tent. At the nama time

-. - verify the Erickeon (1965) theory regarding relative motion.

7,2,3 nvironmental Parameters

7.2.3,1 Degia Rocommendations

1. rscvlop and teat new devices for char tcerfting th. dnvironmantal
characteristics pertinent to TA, devices such as tranemissometers,
optical attenuation measuring devices, optical scattering and
absorption msasurin8 equipment. These devicos should relate to
the atmospheric characteristics which determine TA slant ranges
and probib-litiea.

2, Develop better map making techniques and visual aida which can be
used to acquaint the observer with the characteriotico of the
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ground; assist in orienting him relative to major landmarks. These
can be used to improve briefing materials and the process of brief-
ing obdervers so that the observer can better pinpoint target loca-
tions. These might include better perspective oblique photographs
or artists' conceptions of areas where masking may be a problem,(possible shadcw effects, etc.

3. Develop automatic (computer-aided) TA equipment which will assist
the observer possibly by using an MTF approach, by eliminating
unlikely areas to be searched, by acting as a memory aid, or by
information processing techniques.

4. Develop better methods of simulating atmospheric degradation effects
for improving our abilities to simulate real-world atmospheric and
climatological conditions. These methods may be extensions of
aerosol chambers or by MTF control and sioulation by filters, etc.

5, Develop methods and hardware for "unburdening" the pilot-observer
so that he may devote more time to searching for targets and less
to system nonitoring and control of acquisition equipment, flight-
control or navigational subsystems.

6. In flare design, provide conaideration of the amount of illumina-
tion that can be used by the observer, maximize burn time and
spectral characteristics, and minimise glare.

7. Continue to develop low-light or night-tima techniques and equip-
ment as aids to direct visual search, Continue to develop wide-
angle optics for search cad zoom.-optics for rocognition/identifica-
tion aids.

7.2.3.2 Operational Implications

1. Adjust operational search and tision plans to the type of terrain
being searched so that available saarch time is maximlzd, i.ee,
select search plan to be flown, soarch altitude and flight speed

( so that masking of terrain and of aircraft is minimized. These
search plans should of course take into conaideration the possibla
counter-survaillanco measures availnblo to the enemy where these
are known.

2, Adjust mission or search plan or tine of search to obtain sun or
illuminant angles which provide tho highest probabilities of
detecting targets. Put the sun "at your back" if possible and
put the flare in back of the expected enemy position.

3. Teach pilots and observers how best to search for targots in dif-
ferent terrain, likely target areas, scanning patterns, cues to
target location search. Develop ability of search personnel to
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react to cues which indicate target: man-made features, tracks,
dust, smoke, foliage changes, etc. Teach observers to "narrow"
search by ignoring clutter by use of lobe concepts or by visual
aids such as tachistoscopes, apertures, otc.

4. Teach pilots what to expect in the way of target masking, effect
of illuntination, shadows, type of terrain, atmospheric conditions,
etc. This may be done with the assistance of training aide, simu-
lation, or by acquiring an extensive set of photographs with vary-
ing terrain type, clutter, and atmospheric conditions. These
photographs could be related to particular terrain areas in which
the pilots will operate and to visibility, climatology, cloud con-
ditions, and atmospheric condition (haze, fog, smog, etc.).

S. Apply tests for selecting %gond" or talented target acquisition

personnel such as the embedded figures tests.

7.2.3.3 Research Requirernts

I. Improve the models relating to masking, atmospheric conditions, and
clutter so that mathematical models predict better the results of
field teasts.

2. Improve simulation capability by investigating the methods of simu-
lating atmospheric conditions by means of aerosol chambers, HTF
manipulation or filters,

3. Determine the effect of glare and sun angle on target acquisition
slant range and probability.

4. Purthar investigate the effects of shadowe on TA capability with
various types of terrain and atmospheric conditionG.

5. Investigate different methods of camouflaging targets and other
- countorsurveillanco techqiques.

6. Develop "cueing" techniques to assist observers using heamet-
mounted displays or heads-up displays.

7, Develop better atmospheric instrumentation techniques and atmos-
pheric modeling.

8. Improve and validate "field factors" which allow better use of
laboratory threshold data and better application and hence refine-
ment of our predictive and analytic techniques relative to field
conditionsi instructions, training, cluttor, terrain masking,
and atmospheric conditions.

(



7.2.4 Sensor-Display Parameters

7.2.4.1 ImageSystem Characteristics Design Requirements

1. A cockpit-mounted display should subtend at least 9 degrees at the
eye of the observer for optimum viewing.

2. Viewing distance should be maintained as close to 14 inches as
-" possible when a cockpit mounted display is used to detect targets.

3. Signal to noise on the display should be at least 1.8:1 (between
16 and 25 dP). Ile highest SNRDI possible should be provided the
observer at cno display.

4. MTFA (Modulation Transfer Function Area) should be maximized to
obtain the highest image quality obtainable.

5. Display contrast should be maintained at a edium level (8:1) for
most TA applications, but should be adjustable by the observee.

6. At least 7 shades of gray should be obtainable at the display of
the terrain if possible; 10 should be the design goal.

7. Ambient display illumination should be optimized without glare or
reflection from the display surface.

8. Vertical and horizontal resolution should be comparable (equal).

9. As many TV lines across the target at the expected detection/recog-
nition range as possible should be provided, at least 2 for detec-
tion and 8 for recognition and 12 for identification are tia
absolute minimum; double these numbers if desired.

10. Sensor field of view should be adjusted to the primary tasks that
the imaging system is expected to perform: a small FOV, 1 to 5
degrees for recognition/identification, and a larger FOV, 5 to 30
degrees for detection. Although a dual FOV is recommended for a TA
system expected to perform both detection and recognition/identifi-
cation, a step or zoom or adjustable FOV system might be more
adaptable albeit more expensive &nd should be considered vi8 a ays-
tem effectiveness tradeoff analysis. If practical, step adjustment
is as effective for observer.use as is zoom.

11. Combined displays are recommended using multiple sensors and an
overlay typo of combined display.

12, Display parameters should be optimized for the mission to be per-
formed by the systaem frame rato, bandwidth.

13. Every effort should be made to make the raster invisible or at
leect lees visible than present systems. This can be done by spot
wobble or by other techniques.
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14. Wherever possible, syOtems should be rusted In actual TA tests
during development or at least prior to system acquisition.
Laboratorv tests are too abstract and it is difficult to simulate
actual conditions of flight.

15. Image enhancement techniques such as edge sharpening or optical
filtering should be used including gamma correction, contrast
stretch, edge differentiation and aultlple-semsor and multiple
spectral bandwidth techniques.

16. Wherever possible, thp display should'be isomorphic with an out-
the-window view of the terrain so as to avoid problems of direct
visual/display visual transfer and to avoid diuoriontation effects
such as scene rot-.ion, disorientation, dizziness (vertigo) or air-
sickness. Gimbal arrangement or sensor control mechanisms or dis-
play techniques should be used wherever possible to provide
stability of display and the required isomorphism,

17. The display and the pilot should be shock mounted or otherwise iso-
lated from aircraft vibration forces wherever possible. This is
particularly important in helicopter systems, as a predesignation
technique (against fixed targets whose position iG known).

18. Where missions are to be flown at low altitude, high speed or both,
provide display freeze to allow the necessary time to acquire the
target, by preventing blur from wiping out usablc resolution on the
display. Give the "rreeze mode" to the operator as ar, operational
option.

19. Provide cockpit illumination control so that the pilot or observar
can adjust the ambient illumination to provide the moot comfortable
display, seeing fatigue-less viewing conditiors,

20. Unburden the pilot or operator so that he can spend the maximum
amount of time searching for targets on his display,

14 21. As an absolute minimum, at leat 10 seconds of search time should
be provided by the TA system (targot travel from top of display to
bottom) for non-cued targets, and at least 3 seconds should be
provided for well-cued target detoction/recoanition. Triple those
values is denired.

22. flanjsycd mnaa M'nst.!ion s1hold not exceed 20 dear-e nor ascondi 10
degrees per second i preferred as a better maximum rate of motion.

7.2.4.2 Operational Siznificance of _IaMe gyntenrh Caracterinti.s

1. Missions should us planned around thr optimum capqbOllity of the
sensor/display with regard to altitud,, :,peid, search pattern so as
to maximize the probability of detecting taraeta,
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2. Operators should be carefully trained in the operation of the TA
Byste;n so Us to know its shortcomings and advantages with regard to
targ(.t oize, contrast, etc.* interactions with display characteria-
ticb, and mission parameters (speed, altitude, search pattern).

A

3. Operators should be trained in "peaking," i.e., adjusting the sen-
sor and display controls for optimum display capability and highest
probability of detection/recognition. This includes netting of
contrast, illumination levels, focusing, eec. They should be
trained in display scanning techniques so as to maximize early
detection and reduce the number of lout targets to a minimum.

4. Mission plans should not exceed maximum V/H of the TA system or dis-
play blur will make the display virtually unusable.

5. Excessive vibration of the operator/display should be avoided where
possible; this means avoiding excessive turbulence or adverse
weather conditions, or postponing search missions to a more favor-
able tim* (again if operational conditions permit) or selecting a
different speed/Altitude combination,

6. Operators should be trained to select FOV (if the system has this
capability) mot favorable to TA depending upon flight parameters
and targat6 being sought.

7. Operators should hold their viewing distance to the optimum (14
inches) where possible in order to maximize the resolution proper-
ties of the eye.

7.2.4.3 Resear:h Recommendations

1. Additional research i needed in the utility as sunmary variables

of MrFA and SNRDI. In particular these summary variables should
be correlated with the results of field testing and simulation,

- i.e., with performance variables such as slant rangoo at detection/
- recognition and with the number of targets not found.

2. Interaction effects between display variables of contrast, shade of
gray and ambient illumination should be determined so factors in TA
dependent varleble determination.

3. Bettor tAthode of determining and measuring MTFA end SNRDI should
va duviad ao that they can be standardized and mad. routine in
resoarch and tooting.

4. Addit.lonal research in needed in the area of display onhancgment,
eithor of the odge or detail sharpening kind, or of multi-spectral
or multi-,enuor analysis. The affects of gamma alteration and of
optical filtering need further work,

5. Work to needod on the interactive effect of contrast (display),
signal to noise ratio and shades of gray.
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6. The interactive effect of horizontal and verticale resolution should
be investigated. A study of this nature should also investigate
further the effects ol raster orientation, display aspect ratio,
bandwidth, and limiting resolution.

7. The effects of target angular subtense with resolution, scene
complexity, both display and target contrast, and signal to noise,
and ambient illumination, should be determined.

8. The interaction of display size, viewing distance, and display
resolution needs further work.

9. The effects of sensor FOV on TA and its interaction with mission
parameters and task requirements need additional research to
determine optimum values.

10. Studies to determine the interaction among number of 'TV lines sub-
tending the target, system spot size, resolution, target angular
subtense, signal to noise ratio and search time are also needed.

11. The interaction of frame rate with bandwidth and other scanning
system parameters needs to be investigated further.

12. The effects of scene clutter on the search time requirements
k- should be determined when scanning a dynamic display,

13. The-effects of visibility conditions on displayed contrast should
also be determined and hence its effects on TA performance.

14. The effect of rate of image motion on the display on TA needs to
be determined more accurately with regard to task variables and
mission and display conditions.

15. Additional research on the effects of display freeze on TA perform-
ance would be desirable,

16. Helmet-mounted and heads-up displays for TA cueing shoul be in-
veatigated.

17. The efficacy of zoom optics over fixed-optics should be further
inv*:tigated.

18. The effect nf briefn aid; and .ochniquea on TA needs to be
further investigated along with the effect of training level of
observer uhan using the display.

19. The effect of sensor search pattern on TA naeds to be determined.
In the case where the sensor is forward-looking, the effect of
down-look angle on TA needs to be determined.

20. New types of displayc such ar plasma, charge-coupled deviceo,
etc., need to be developed and tested for epplication to the
TA problem(s).



21. The effect of observer .ariables on TA needs to be explored. 'Thi
research would determine whether the use of displays is dependent
upon viuual search, training, and/or visual capability. Individual
differences as determined by tests such as the Embedded Figured

(Test. form discrimination testa, etc., would be correlated with
scores on TA tests in a simulator or from photographic prokocol;
as they relate to real time, dynamic displays used in target
acquisition.

7.2,5 Observer Parameters

7.2.5.1 Deaign Recommendations

I. Where pussible, locate prospective targets in the center of the
observers' natural field of view, at or near the center of display
or viewing area. Targets more than a few degrees off the axis of
vision will not be rapidly acquired unless they are cued in some
manner.

2. Only targets inside a practical two degree cone of foveal vision
will be reliably, rapidly acquired.

3. Recognize that the observer fixates on a spot from 0.2 to over 1
second, with a modal value of 0.33 second. Effective detection
requires at least that long if the observer is looking directly at
the point. Actual acquisition time is much longer (sea 4. below).

4. Design the system to allow adequate search timt. Modal search time
to find a target in a pre-briefed area is about 25 seconds; targets
not found after 45 seconds search will probably not be found.

5. "Training" will not necessarily make a poor syatom work, Trained,
experienced observers are not always batter at finding targets
rapidly; they are, however, less variable.

6. Limit the additional tasks required of an observer while he is
searching. The observer should search for cnd acquire targets
with as little else to do as practical.

7. Provide cuaing aids as an integral part of the target acquisition
• system. Cuing devices significantly improve target acquisition

csrqbility, either by direct vision or when searching a display.

7.2.5.2 2a oionl Implications

1. Select as observers those individuals who have tho beat measured

, - peripheral acuity.

2. Train observers to search in a methodical, atnrdard pat ern.
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a. For decti~tow: if thle aircralt deutgn alleia it, focus on the
far horizon, 91tvwly search back along Ohe line of fllghl., then
focus ahtead on tbe horizon and repe-at.

b. For recognitiont when a. ou-pected Lar?,el tS doet~td COncen.-
trate (oveal vigion on thle area and its ijurrowielu conte;sC.

Several fiecondo of concentrated search about an area are o wth
minutes of random search paten.

3. Provide observers with a~s vmuch specific extperionce &bOut u.1 area
as posaSble. In most cases Vnovledge abouit an area iz at l.ea-t ae
iwportant as gencrulirzed target acquisoition trllg

4.Train observe~rs in how to search and in what to, search for. Geo--
graphic aa of the world have different "targe-bkgrfnxid

- cvmplex" relati.onships. Specific knov.4edge about the sroa of
oparatioas vignificantly improves target acquisition yofoyrance.

"r'~ood" navigation to the target area =Nkeu for "good"~ targat
acquisition. Tain observers in effective navigationa s vell ~A
f indin& targets.

6. enever possible use as observere; those Oho want to Le obuotvarre
kind who believe that they~ are good at it.

k 7. ihen serching for aind acquiring targetv the otservor should h~ve
n~o otter task. Target acquisition is a full tir4a jt'b

8, 1Te one most importoant thing that will heltp essure tor~et ivquisi-
tion ia effective prebrief lag about the targe and the ~. :area
compl"X. Th-e siort briefilia imatarialw sitralate thle actunax -got
approach, the betv ill be the target acqaisitiove.

a. Plaxnapproach route to give aawimtm view of 0h0 targeZ-

b. Provide obliquu pbotographe or Ak t hes that "view" the target
ar-d target Arsa COVmT.e from thle givma n8.l o 023t p1~nad

apruhro'ut.

e. Aoqtr& thtorough miy an4Icor photc~raph study befor. ach

4. Uel1 tb ~xro "uhat to loosh for"* in As avch datell *us

povsiblo. Contwat, veiza, chape~ axtd cortext oll the t~rgtct in
t background a-.* t~a

as. tProvid* wfomatom About tho ovorall x'agev araa &i' wall,
Knovirig whors \vo look is 4%& itport qmnt a toitng what to 100t

t. P1rovte E~t~o hnto look.
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g. l'rovide enough time to look. Even if the observer knovo what,
when, and where the target io located, experimental data show
an average of 20 to 40 seconds is needed to find a target from
the time first possible to acquire it.

9. Use any posgible cueing and/or navigation aide provided by the
system.

7.2.5.3 Research Required

1. What is the relationship between eye fixation and operational tar-
get acquisition? What normal patterns of eye fixation are related
to those who are effective at acquiring targets? Can eye fixation
patterns or rates be used as a selection method for observers?

2. Is peripheral visual acuity important in operatlonal target
- acquisition?

3. What characterizes the most effective target acquisition search
strategies?

4. Wh at are the best training methoda for tgrget acquisition? Can
effective patterns of search be taught and retained?

5, How can observers be motivated to perform wall, and personally
feel a sense of competence at the task!

6. Are there any personal differences between oaL-srvers that can be
reliably evaluated and used as prospective selection devices?

7. When does operationally relevant task loading bgin to interfere
with target acquisition performance? What types of operational
tasks are competitive with target acquisition?

8. What natural cues should be omphasizad in preparing pre-briefing
materials?

.. 9, How effectivo are artificial cusivg aids? Whet typos of cueing
Y[ . are best? What, and how, thould cuaing data be presented to the

operator?

10, How dooo knowledge of the terrain and the target area affect the
probability of targ t acquisition?

S"IL I the concept of modulation trannier Evnetion of the human visual
Kyetem a viable one for predicting and modeling target acquisition
parfarince? In the direct visual c he a Wen observing real-
tira type dieplaye?

12. Can nignal dntect:lon/deciaion theory concepts be effectively
ijjplied to tw.-get ifcqu,(sition models and torks?
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7.3 Access to the Literature

The bibliography of this source book represents the large majority of
the relevant work in air-to-ground target acquisition. As a convenience
and as a guide to those who may wish further, more detailed information, Ap-

pendix A contains a set of tables which provide a means of entry to the data
represented in the bibliography. Listed by reference number in the tables
are key studies, reports, and theoretical papers concerned with the paran-
eters noted as being involved in target acquisition. The general outline
of topics as shown in Figure 1-2 was used in preparing the tables. While

not all references cited in the bibliography are listed in the tables, they
do contain those reports that the authors consider most pertinent.

7.4 Typical Target Acquisition Results

The following figures and tables are an attempt to summarize typical
target acquisition data. These charts must be viewed with caution, They
represent considerable "smoothing" of the data. They are best estimates
and in many cases the bases for them are not stated. They are often Gum-
maries of summary data as presented in experimental and field test reports.

(The problems of field test results and the dubious value of the data there-
from have previously been noted.) Finally, effects of altitude and speed

and criteria of acquisition are not usually included. These are "best" data.

Figure 7-1 is taken primarily from the summary of field test data
by Bliss (1965) and was originally used in developing technical evaluation
criteria for the Walleye weapons system. Recently unclassified, it is of
historical as well as technical interest. Note that the plotted general
distribution of target acquisition ranges shown thereon does not exactly
correspond to the Gaussian normal distribution usual.y assembled in moot
mathematical models. Is a change in modeling concepts indicated?

Figure 7-2 is developed from unclassified data contained in reports of

field tests conducted since 1963. This figure is plotted to the same scale
used in Figure 7-1. All data are for flight altitudes above 1500 feet. A

comparison of the two is interesting. Where available from the data,
"recognition" was the criterion.

Table 7-I shows typical visual target acquisition ranges for several
targets as reported using sicxlators, both terrain model and motion picture.
Compare these with the data shown in the previous figures.

7.5 Concluding Note

Recently a colleague reached the following conclusion: "After reading
all about target acquisition 1 have decided that the only sure way to
acquire a target is to buy it." We need not be that pessimistic. But,
effective target acquisition does require much work and more than a lLttle
luck, Understanding of the problem is taking a long, slow, hard offo.-t on

the part of many people in many disciplines. No big breakthrough it n the

horizon nor should one be expected.
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Figure 7-2. Hlicopter Observer Field Test Data Compared with Fr~anklin

and Whittenburg Model Prediction. Source: HIL TNS-74
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7.6 Example of a Good Technical P ep. r

In the course ot the wide-ranging litarature &&.rch which w"o condu:ted

preparatory to assembling this source book, the authors reviqwed papers of a
quality raning all the way from technically invalid and poorly written, Lj
those which are or are destined to becom2 standard TA references.

One paper was found 'vh ,ch is direct, conciso and a good example of a
straightforward presentat on of tata. 1Lnce it'iu relatively brief, it

was decided to reproduce the paper in its entirety, in the hope that it may
1' scrve as a model to follow in the reportiag of study and experivi.ntal

results.

This paper, entitled, "The Form of "Iloual Derection Data," first

appeared asJ a worl'.ig paper of the Target Acquiattion Working Group of the

Joint Technical Coordinating Group for unitlona Effectivantsnu. Tho prin-

cipal investigator and preparer of the paper is Ronald A. tri-kaon, Naval

Weapons Onter, China Lake, California. The paper is to be publihhod os
a hNVC technica2 publtcation in the near future; it is reproduced here with

Mr. ?'rickieon's petniuazicn,
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TlE FORM OF VISUAL DETECTION DATA

By

Ronald A. Erickson
Naval Weapowt Center
China Lake, California

A Working Paper of the
TARGET ACQUISITION WORKING GROUP
JTCG/ME JMEM/AS
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10 August 1972
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THE FORM OF VISUAL- DETE(ITION DATA

INTRODUC TION

This working paper discusses some concepts of the description of
visual detection performance by aircrewmen. The methods of performance,
and the accuracy in describing this performance are discussed and related
to the analysis required for weapon system specification. The sighting
of an aircraft has been used as an example in the discussion.

FORMS OF TARCET ACQUISITION DATA

MEASURES

The measures used to describe visual detection performance in
airborne situations are (a) range and angular coordinates of the target

A at detection, and (b) probability of detection. The basic data can be
generated experimentally by exactly repeating a given situation a number
of times (same pilot and same environment). A distribution of the pilot's
reports can be drawn (Fig. 1) and plotted cumulatively (Fig. 2).

The ranges shown in Fig. 1 may be detection, recognition, or
identification range. These words are best defined by a description of
the briefing givon to the pilot. Example definitions follow,.

At detection--The pilot reports that he sees an object in the
air which is not a meteorological phenomenon
(e.go# clouds).

At recognition--The pilot reports that the object is a fixed-
wing aircraft.
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FIG. 1. Distribution Of the Range at
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the cumulative percentage of detection range.
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At first identification evel--The pilot reports that thu
aircraft is a snall jet.

At second lientification level--The pilot reports that the
aircraft is an F-4,

The perceptions associated with these different kindo of reports
may be separated in time, in range, or they may occur simultaneously,
When the report is made, some level of confidence in associated with it.
This level of confidence can be manipulated to some extent by the briefing
or by Informal competition among subjects.

LABORATORY DATA

Analysts frequently use laboratory data as a basis for extrap-
olation to the real vorld. Few of them really take a hard look at the
conditions under which the data were collected, A comparison of the
conditions in the laboratory and in the real world is necessary, however,
to aid in assessing the applicobility of the laboratory data to the real
world,

Laboratory data of possible application to the modeling of the
aircraft sighting proces have been collected with (1) no visual search
required (and the target presented both on and off the point of fixation),
(2) visual search in an empty field, and (3) visual search in a structured,
or cluttered field. Most of these experiments use a time limit ond/or a
forced choice procedure. In forced choice, the subjects must givw an
answer as to where (e.g., whieh sector) or when (e.g., which time interval)
the target was presented, In mopt of these tents, abstention is not
allowed; that is, "I don't know" or "I didn't aec anything" ate not in
the choices. If the subjects are not sure, they munt guess at an answer.

Experimenters prefor forced choice because the data have less
variability. Such c.aza can be summarized 1ii the format shown in Fig. 3.
Only five discrote sizes wore tested in this hypothetical experiment; it
would usually be assumed thdt performance varies OoninuouosV with target
Hiz, however,

in this hypothetical experir'ent.. each target size was presented
the same number of times to o tumber of observern, It is seen that cvary
time a target subtending i mia ef are was presontod, its location was
correctly reported, Ten pircoot of the 14 min of ec target locotions
were correctly reported,

1f fO'rced choice is used in the ep, en.mea , the niubjects will
get nome answers right regardless of whether or not the target io
pcra#vJiad, To take Vit Iito account, the scores for gueasiiua are
sometimes corrected by the equation,
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S % Right N()

where

S a % right, corrected for guessing

N - number of alternatives (choices) the nuhject has in responding.

It should be pointed out that thiat correction (or guessing may have no
significance or may not fit the ass4umptions behind tiome mathematical
models (Harris, 1963).

100

w

4 I

25
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12 10 0 4

TARGET siZe. MMV OF .-

FIG. 3, Data Format 'Lor Detection
of Targets of Variable Size (With All
Other Charcterigutcs Held Constait).

The data in Fig. 3 can be corrected for gessig if it is
psumncd that there are ten equaily difficult nutrrnativs for each re-
touns (Fig. 4). If it is allund tha t the reponse proceas is hontinuoaw

sith tairget size, the dat also Cs t be Smoothed (Fig' 5).

FigurU 5_q.r t ~ez~a ohi 2, with total percent

Qf samples equivalent to percent targets ), nd range corre-

ajunding to target oizr', These curveo ire not eqvivlent, liawevar,,
th.h key reacon ia that Fig, 2 ia dcrivet Zrom is fyce vearch, no-tivu-
limit, call-it-when-yott-nae-it type asitoation. Alt e sightings aro
voluntarily rapc~rted w.ith an unknown, buit probnbly hfqh. corfenca
lovel. The data in Pig, 5 are forced choice in a restrictive. oituativitut
tho percent targets detected piobably corre-, ,ond to the co::fietcc level
(which is variable down co zaro).
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The curve in Fp. 5 repre.lntlis performance under one net of
conditions for targets of different ni.,vm, A large number of Inuch
curves are produced In an experimnt Wh4'u ,,veral parameter are varied.( These are usually summarized by pickinR ono point off of each curve (the
dotted line in Fig. 5) to use as an indicator of performance. The ra-
tionale for this is given in(Taylot, 1964).

"It is found, upon plorting many hundreds of such
stimulus presentations, that tho probability of
target detection rises with %timulus magnitude in
accordance with an ogive curvu which is well fitted
by a normal Gaussian integral, Statistically, the
best determined point of the ogive is the point of
inflection, i.e., where the probability of correct
di '.crimination is 0.50, and thiN is the value of
threshold contrast of prime interest in laboratory
studies. "

An example of such summary data (which is usually the only
data that is published) is shown in FiR. 6 (Blackwell, 1969).

12EO DE ISTANCU OfF VISLIAL AXiS

t 10

0 1 10 tO0 1,000 10,000

TARORIT ARPA, MIN2

FIG. 6. Threshold Contrns: for Circular
Targets Against a Backaround Luminance of
75 Foot-Lamberts With a 1/3-Socond Viewing
Time.

USING LABORATORY DATA IN A iO)El, or TIIm REAL WORLD

Thete are many differences between 11- itory test condi-
tions and those usually encountered in oparitti, i i .t. Application

Ii



I
of such laboratory data to rthematical models of field situations can
produce erroneous results for at least two reasons:

1. The accuracy of the model's description of the visual search
process is not known. Assumptions are usually made (e.g., type of scan
pattern), which are pure speculation.

2. The situation in which the laboratory data were collected usually
is not at all similar to the situation being modeled.

The first inadequacy can be improved by collecting flight data
(e.g., photographs of the pilot) to better describe the process. Perform-
ance data can also be collected during such tests. The second inadequacy
is cormcted empirically by applying fudge factors to the laboratory data.
An example of the process is taken .om Taylor's discussion (TIID).

"At this point, it Is well to give an example of how
a field factor is determined for a real case, and
how it may be used to arrive at a realistic estimate
of observer performance under field conditions. Let
it be assumed that an observer must confidently
detect the occurrence of a stimulus of known duration
and size but of unknown location within a circular
display area with a diameter of 8*. The target will
be present at infrequent intervals, say once every
15 mln or so, and he can be allowed to miss only 5%
of the occurrences. lie is new to the task, and our
problem is to arrange the contrast of the target so
that this 95% criterion will be met. Wo begin by
consulting the laboratory data, which tell us that,
for our target size and duration and for the pre-
vailing adapting luminance, the required contrast for
50% correct discrimination by practiced observers

in a forced-choice experiment was found to be 0.0061.
To.correct, respectively, for confidence level, un-
known location, vigilance, and lack of training we
multiply this contrast value by 1.64, 1.31, 1.19,
and 2.00, i.e., by 5.12. The needed target contrast,
therefore, is 0.031 for our problem.

"It should be noted that this estimate refers to the
0.95 confidence level in forced-choice terms. An
additional factor of 1.2 in contrast may be used to
approximate ordinary seeing. It is often necessary
to use laboratory threshold data from 'yes-no'
experiments; in this case, a rough rule of thumb
is sometimes used which calls for doubling the
liminal contrast value.



"Addit itml contribut ton,4 to tho f $eld factor may
occasionally octtr, 'These tend to be even more
highly indlvidual, and generally derive from npecif Ic

j enviror~mental condt ionH and observer atates, e.g.,
oxygen de,,rtvatton, dietary factors, acceleration,
vibratlon, fatigue, dintraction, toxic atmosphere,

glare, anxiety, nenory deprivation, abnormal thermal
levelo, and a host of others. Only fragmentary data
can be adduced in mont canes, and it it commonly
fo, d necensary to assens these effects by means of
specific experimenta"

An error analysis performed as part of the development of a
mathematical model of the visual detection process is rare. The d s-
cuusion by Taylor quoted previously gives some indication of how many
sources of error are just in the fiaZd foaotor.

THE T'OTAL PICTURE

It is useful to derive a model, or concept of how aU air-to-

air signtings can be described. The whole world, or as the staticians
say, the "total population" consists oi the results from all the actual

encounters. Of course, these results are not known since (a) as they
occur, the data are not recorded properly, and (b) those of interest
are in the future. This total population can be etimated with a mathe-
matical model, a laboratory simulation, and/or flight test simulations.
The accuracy of such an estimate will directly affect the validity of the
analysis leading to weapon ,ystem specification.

The basic data describing performance are shown in Fig. 1. The
reason for the spread in the reported ranges for the same pilot and the
same environment has been attributed to variation of the pilot's character-
istics (motivation, alertneng, and sen;itivity) from time to time, and to
the existence of a random component in the visual search process. The
spr2ad in co.,dmonly found in r.xperiments and is also found in decision
theory ,models.

Performance differences between pilots will result in a range

of performance curves similat to Fig. 2 for each situation (Fig. 7),
lit".. . .. L.UL.V. .... U W.L1&%U U%. UD - te t t 1va -a uuavy m auL Of
performance for a given sot of environmental conditons (Fig. 7).

The total population of perfonmances (Fig. 8) might be described
by a number .of the types of curves shown in Fig. 7. Any one curve de-

scribes performance for a pnrticular set of environmental conditions, or
for a number of sets of c,:.,Jitions; e.g., performance against a large,
low-contrast target may so the nane as that against a smaller, higher-
contrast target. The boundary cC vus in Fig. 8 are tied to the real
world by the following two saatements:

ii
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Curve A migh h detection of i jarge , high-contrast
target in it clear atmosphere whei the p11ot knows when
and wtere to look.

Curve B might be detection of a sInal I , low-contrast
target when the pilot's expectation of an encounter
is low, and the target can appear anywhere.

PIOBIAIITY OF U1 O'(UIINCE

l:stai ' -at of all the probable sets' of environmental condi-
tions and d. ion of the performance curve for each have still not
adequately (I&-_ ed tle total population. The probability of occurrence
of each curve Li also requiyed. A three-dimensional plot of Fig. 8 with
the probability of occurrcnze added as the third dimension is shown in
Fig, 9. (Figure 8 is uhow n the horizontal plane of Fig. 9.)

Figure 8 illustrates that the performance curves are not

expected to occur with a uniform density in the PI)/R plane. Hence,
Fig. 9 may be considered to be a solid, but one whose density (number of
performance curves per unit PD x R area) is variable.

(
PROBABILITY 0OF OCCUnnENCE

1;0
j IROBABILITY OF DTECTUII

rIG. 9. Probability of Cccurrence/Probability
of D.tection as a Function of Range.

PERFOP.ANCr OF TIE TOTAL POPULATION

The integral of the solid shown in Fig. 9 (wi' o1sity included
as a fourth variable) can be normalized to a mcwo of on- describe the
total population of encounters where d.",,etion occ,,rred (lq. 2).



total R PI) x Pocc x Denoity x dR (2)

I
The plot of this normalized Integral as a function of R shows the percent
of nil detections (under all conditions to be encountered by all pilots)
which can be expected to occur by range R (Fig. 10) where R varies from
Rmax to zero. An analyst could use this plot to select a missile range
which would include any percent of expected encounters he desired.
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.FIG. 10. Cumulatitt Detections.
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APPENDIX A

SUMMARY OF TARGET ACQUISIT10N LITERATURE

While conducting this survey of the target acquisition field, a very
large number of references were found, reviewed, and assembled into the
bibliography which follows. The resultant listing is so extensive (more
than 1750 entries) that summary tables are presented for quick reference
purposes. The results, which are similar to previous efforts by Franklin
and Whlttenburg (1965), Parkes (1972), Lloyd (1973), and Price (1974),
are presented in Tables A-I through A-VI.

These tables contain relevant references classified by the more im-
portant variables in air-to-ground target acquisition, and furnish key
entry points into the target acquisition literature. As such they can be
used as a tool with which users can readily find sources of data on char-,
acteristics and variables of particular interest.

An attempt was made to present a representative collection of refer-
ences on the listed variebles. It is entirely possible that in the effort
to keep the tables at a manageable and useful size, some important docu-
ments were not inclltded. Nevertheless, it is beioved that the tables are
more than adequate as a ready reference file backed up as they are by the
comprehensive bibliography.

To find an appropriate reference, first look for the table which con-
tains the general subject title, e.g., Table A-I Target/Background Para-
meters. Opposite tts parameters appropriate to the subject are liated a

4series of numbers, which are identifiers of items in the bibliography.
Using this short cut, a representative group of references for a particular
subject can be readily identified and ordored from the usual sources (DDC
or as itidicated in the entries).
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TABLE A-I

Trgoc/Bckground Paxmeters

Type 52, 271, 1732

Size 76, 119, 120t 157, 162, 167, 178, 184,
324, 392, 514, 565, 701, 747, 786, 821,
874, 921, 9!,5, 957, 96-, 966, 1059, 1094,
1152, 1163.. 1190, 1244, 1245, 1376, 1428,
1460,, 1476, 1487t 1491, 1525, 1526, 1529,
1565, 1576 1614, 1672, 1739

Shape 152, 157, 162* 157, 201, 203, 313, 326,
343, 365, 1694 402, 415. 561, 701t 779,
921, 931, 933, 935, 956, 957, 965, 966,
1059t 1136, 1190, .19, .208, 1209, 1242,
1270, 1301, 1324, 1328, 13M, 1425, 1433,
1470, 1471, 1472, 1473, 1480, 1487, 1491,
1525, 1547, 1565, 1587, 1609. 1630, 1637,
1631, 1664, 1701, 1727, 1748

Contra c 142, 151, 153, 156, 184, 200, .39, 318,
322, 336, 3M 505, 55b, 559z 565, 768,
74, 965, 966, 102 ', 1115, 1137, 1163;
1296, 1324, 1346, 14k8t 1478, 162'. 1636,

11644, 16621 1 *

4 Color 76, 116, 246' V62, 310, 329, 52?7, 579,
-/ 92, 599 617, 645, 646, 679, 750, 76,I768, 779, P70, 378, 931, 106, 1115, 1139,

11 0, 1189, 1292, 1328, 13522, 132,
14-6, 1447, 1448, 1454, 1402, 1523, 1529,
:541, 1542, 1624, i643, 1679t 1736

~Luminance/Reflattance 16k, 167, W8, 186, 1971 189, 246, 318,
4 39 '457, 505, 557, 582, 630, 631: 611f,
709, 9,01, 0,54, 997, 1073. 1292, 13-3.

1487, 101, 1529, 186

Texture 555, SG8, 1 34o 1299, 1331, 1/26, 1489

N[



Motiun 60, 125, 123, 196, 242, 243, 251, 358,

359, 360,'S61, 366, 414, 619, 420, 421,
431, 44, 47', 480, 48,, 500, 504, 505,
517, 603Y -64, 617, 650, 755, 776, 786,

950, 996, 997, 998, 1009, 1043, 1052,
1056, 1111, 1143, 1146, 1152, 1153, 1195,
1207, 1296, 1466, 1626, 1639, 1648, 1650,
1651, 1652, 1667, 1742

Shadow 570, 623, 868

Terrain Type 79, 81, 147, 499, 505, 556, 1282, 1291,
1344, 1379, 1423, 1624, 1669, 1732, 1734

Vegetation 398

Masking 177, 178, 297, 424, 499, 500, 505, 650,
655, 1516, 1718

Counter Surveillance (Camouflage) 444, 484, 485, 644, 665, 673, 948, 1197,
1287, 1449, 1508, 1653

Clutter 29, 61, 64, 146, 177, 179, 184, 199, 221,
240, 265, 317, 505, 685, 767, 819, 964,
1017, 1124, 1152, 1236, 1335, 1488, 1525,
1526, 1624, 1662, 1739

Cues 184, 266, 557, 571, 577, 1001, 1062,

1105, 1106, 1107, 1108, 1109, 1373, 1605

Distinctiveness 146, 199, i01, 202, 267

Conspicuity 177, 184, 486, 801, 1703, 1704: 1705,
1706, 1707, 1708

Embeddedness 178, 179, 184, 938, 1739

Ambiguity 152, 751, 1169

Confusability 152, 294, 426

1.1
K Ia
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TABLE A-I

Aircraft Parameters

Altitude 49, 60, 78, 81, 170, 206. 321, 610, 632, 655,
694, 712, 726, 732, 734, 762, 803, 877, 917,
1068, 1102, 1148, 1149, 1230, 1231, 1326, 1416,

-1456, 1468, 1495, 1504, 1506, 1515, 1516, 1517,
1518, 1588, 1591, 1593, 1596, 1646, 1669, 1702,
1715, 1724, 1732, 1740

Range 94, 173, 174, 172, 610, 618, 917, 1230

Speed 52, 206, 268, 269, 271, 438, 460, 461, 726, 877,

880, 917, 1074, 1113, 1148, 1231, 1326, 1373;
1416, 1431, 1456, 1515, 1517, 1518, 1534, 1588,
1669, 1733, 1740

Offset 505, 572, 650, 1160, 1732

Target Exposure Time 50, 173, 174, 177, 204, 303, :00, 1592

Type Aircraft 92, 227, 229, 410, 424, 434, 662, 694, 850, 854,
860, 915, 1033, 1165, 1168, 1284, 1455, 1494,
1577, 1578, 1728

Seat Positioa 49, 92, 424, 734, 914, 1156, 1307

Apparent Motion 50, 98, 149, 147, 231, 233, 234, 241, 289, 325,
340, 438, 500, 505, 650, 876, 1071, 1133, 1172,
1176, 1253, 1354, 1505, 1523, 1618, 1708

-A-4
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TABLE A-Ill

Environment Parametern

Visibility 89, 103, 108, 146, 160t '66, 185, 186, 187, 188,
197, 207, 244, 276, 321 329, 330, 371, 410,
436, 443, 444, 446, 447. 449, 457, 458, 528,
536, 548, 585, 586, 614, 625, 628, f81, 686, 748,

937, 945, 1019, 1047, 104b, 1083, 1116, 1141,
1142, 1197, 1214, 1293, 1298, 1.371, 1337, 1344,

1348, 1369, 1571, 1573, 1574, W, ,* 1619, 1636,
1638, 1649, 1660, 1665

Cloud Cover 531, 1013, 1117, 1410, 1617, 1612, 1623, 1723

Sky-Ground Ratio 189, 454, 477, 625, 626, 630, 1141, 1322

Sun Angle 187, 570, 623, 868, 1426, 1662

Illumination Level 86, 91, 96, 98, 99, 128, 134, 153, 161, 182, 255,
288, 395, 538, 553, 642, 740, 824, 825, 893, 901,

936, 1044, 1046, 1135, 1145, 1155, 1199, 1292,
1308, 1469, 1574, 1671

Divrnal Variation 423, 456, 1492, 1612, 1623

Sea sonal. Variation 306, 307, 308, 309, 531, 1014, 1344, lh92, 1612,

1617, 1623, 1723, 1726

Scintillation 111, 112, 331, 505

Glara 406, 466, 540, 716, 1317, 1528, 1627, 1717

Attenuation 58, 147, 185, 186, 187, 189, 219, 296, 327, 373,
I-477, 482, 483, 524, 1095, 1097, 1142, 1141, 1329,
1563, 1604, 1627, 1726

TranamittvAce 58, 147, 185, 186, 187, 189, 250, 372, 4i7, 445,
476, 477, 540, 796, 970, 1116, 1132, 1320, 1322,

Apparent Contrast 185, 186, 187, 188, 109, 147, 219, 327, 437, 445,
446, 451, 453, 457, 625, 1141, 1142, 1317, 1322,
1329

65, 86, 114, 115, 129, 131, 132, 135, 161, 194,

141, 715, 230, 252, 253, 279, 301, 332, 347, 349,
470, 32, 647, 669, 811, 040, 841, 870, 887, 968,
969



TABI A-IV

Sensor/Display rarometers

Sensor Type 137, 140, 143, 147, 172, 183, M'8, 250, 257,

260, 278, 290, 352, 387, 401, 412, 476, 539,
563, 569, 621, 657, 658, 660, 676, 714, 717,
809, 827, 835, 866, 896, 959, 962, 999, 1027,
1112, 1113, 1177, 1199, 1203, 1238, 1290, 1318,
1322, 1325, 1336, 1345, 1349, 1363, 1381, 1382,
1384, 1461, 1388, 1391, 1392, 1393, 1394, 1411,
1432, 1436, 1437, 1451, 1466, 1628, 1749, 1532,
1553, 1474, 1475, 1496, 1510, 1511, 1512, 1522,
1561, 1528, 1531, 1589, 1613, 1666, 1678, 1694,
1719, 1744

Field of View 103, 137, 195, 459, 508, 571, 635, 559, 813,
953, 979, 1034, 1085, 1093, 1.134, 1225, 1234,
1237, 1268, 1375, 1376, 1467, 1537, 1597, 1660,
1660, 170U, 1701, 1702, 1733, 1735

Resolution (and Raster 63, 111, 112, 137, 1.,7 175, 212, 213, 267,

Line 0) 285, 334, 433, 478, 516, 517, 518, 519, 693,696,
700, 707, 834, 848, 849, 902, 930. 978, 979,
1002, 1007, 1008, 1019, 1028, 1057, 1085, 1192,
1195, 1234, 1239, 1240, 1241, 1285, 1395, 1404,
1405, 1406, 1421, 1420, 1444, 1457, 1458, 1459,
1460, 1486, 1490, 1673, 1683, 1700

Contrast Ratio 16, 68, 247, 248, 334, 464, 608, 67, 559,

1269, 1413,- 1459

G a ia 17, 555, 542, 1093, 1119, 1407, 1450

,n.l-..- o ee 17. 131. 135. 137, 175, 210. 211, 333, 788,
1130, 1234, 1435, 1700

Frame Rate 17, 62, 127e 422, 462, 49j, 590, 813, 1057,

1119, 1178, 1234, 1407, 420, 1430, 1450

Interlace 17, 62, 127, 813, 1057, 1119, 1407, 1450

Integration Time 62, 1346, 1420
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PoLntLig Angle (Viewing) 1460, 17J2

'liplny Size 68, 126, 251, 363, 370, 490, 494, 514, 643,
1073, 1075, 1099, 1119, 1157, 1170, 1216, 1434,.. 
1483, 1683, 1711

Aspect Ratio 663, 773, 1434

Viewing Distance 17, 68, 176, 247, 248, 251, 1075, 1099, 1119,

,. 1170, 1278, 1434, 1455

"" Displayed Signal-to-Noise 16, 131, 132, 135, 137, 194, 348, 368, 506,
515, 520, 574, 591, 600, 804, 1008, 1066, 1193,
1279, 1355, 1356, 1357, 1358, 1359, 1360, 1361,
1412, 1413, 1599

Color Spot 116

Wobble 135, 136, 131, 1599

Scene Rocation 319, 572, 1315, 1521
I Display Freeze 1178, 1371, 1377, 1378

Enhancement 37, 100, 132, 165, 212, 214, 303, 356, 465,
493, 576, 679, 715, 803, 1006, 1038, 1167, 1229,
1371, 1389, 1390, 1448, 1541, 1542, 1625, 1647,
1693

Imagery Quality and 888, 889, 932, 991, 994: 1007t 1021, 1029, 1045,
Assessment 1070, 1124, 1147, 1164, 1179, 1189, 1236, 1295,

1364, 1386, 1396, 1397, 1398, 1399, 1402, 1403,
1404, 1413, 1412, 1414, 1419, 1422, 1427, 1445,
1496, 1497, 1498, 1500, 1507, 1514, 1543, 1604,
1696, 1709, 1743
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TABLE A-V

Observer Parameters

Fixation 163, 164, 167, 176, 361, 491, 552, 629, 653, 654,
691, 688. 692, 697, 1060, 1061, 1062, 1067, 1365,
1554, 1640, 1676, 1677, 1678, 1706, 1707, 1710,
1738

Search Time 84, 126, 163, 177, 254, 316, 317, 344, 354, 389,

390, 501, 503, 506, 504, 552, 629, 653, 654, 697,
720, 729, 796, 798, 799, 952, 971, 1041, 1173,
1191, 1196, 1235, 1238, 1280, 1467, 1479, 1484,
1485, 1531, 1583, 1584, 1592, 1625, 1662

Search Pattern 9, 83, 150, 169, 177, 190, 302, 310, 355, 376, 405,
422, 491, 492, 507, 552, 583, 601, 605, 626, 629,
634, 654, 699, 710, 826, 919, 942, 943, 1040, 1092,
1100, 1103, 1121, 1173, 1196, 1303, 1304, 1309,
1310, 1311, 1338, 1365, 1439, 1440, 1454, 1461,

1479, 1499, 1594, 1703, 1734, 1738

Visual Acuity 97, 109, 116, 117, 118, 125, 128, 144, 145, 151,
154, 155, 163, 164, 168, 176, 182, 195, 196, 205,
235, 241, 242, 243, 258, 259, 261, 274, 275, 298,
322, 353, 358, 388, 389, 391, 839, 847, 894, 736,
738, 749, 548, 620, 640, 407, 411, 417, 434, 455,
479, 480, 501, 506, 511, 512, 641, 698, 760, 897,

898, 905, 950, 955, 1010, 1024, 1033, 1034, 1042,

1049, 1050, 1052, 1053, 1054, 1055, 1056, 1059,

1091, 1137, 1144, 1145, 1146, 1150, 1151, 1153',
1154, 1155, 1190, 1.191, 1193, 1245, 1249, 1300,
1341, 1352, 1414, 1415, 1485, 1505, 1354, 1569,
1570, 1555, 1571, .573, 1367, 1576, 1578, 1568,
1632, 1633, 1634, 1635, 1644, 1680, 1681, 1725

Experience 156, 364, 507, 958, 1076, 1158, 1159

Training 5, 141!, 1,0', 47-1, 675,6-00, 685, 754, 820,
886, 1054, 1055, 1151, 1204, 1205, 1313, 1424,
1433, 1564, 1572, 1593, 1595, 1645, 1720, 1745

Expectation 8, 156, 324, 922, 929, 1555, 1601
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MotLvation 1493, J654

Selectiun 1429, 1652

Task Load 6, 7, 102, 143, 159, 177, 672, 934, 1231, 1315,
1438, 1462, 1463, 1469, 1518, 1741

Stresa and Fatigue 869, 875, 995, 1005, 1188, 1441, 1462, 1463, 1530,
1579, 1580, 1655, 1656, 1657, 1680, 1681, 1697

Number of Observers 190, 521, 794, 1016, 1120, 1186, 1463, 1682

Prebriefing 1, 143, 156, 173, 177, 295, 315, 442, 653, 658,
830, 1112, 1113, 1274, 1275, 1276, 1281, 1283,
1374, 1546, 1597, 1666

Cueing 104, 139, 177, 711, 571, 730, 925, 9?6, 927, 977,
1270, 1383, 1513, if9i" 1626, 1659, 1745

Search Aids 1, 104, 105, 108, 141, 264, 2E6, 404, 628, 629,
739, 742, 753, 769, 770, 946, 961, 999, 1065, 1077,
108), 1108, 1110, 1112, 1166, 1174, 1221, 1261,
1262, 1272, 1273, 1383, 1389, 1390, 1426, 1481,
1551, 1629, 1693, 1730, 1734, 1744
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TAULE A-VI

Hodels, Modeling Atd Evaluation

Identification Submodel 62, 142, 206, 218, 565, 701, 1058, 1254,
1255, 1256, 1267, 1288, 1289, 1690

Recognition Submodel 19, 34, 35, 41, 40, 42, 43, 44, 45, 53,
56, 57, 64, 73, 76, 101, 102, 114, 115,
195. 138, 975, 984, 985, 1184, 1267,
1408, 1464, 1465, 1470, 1557, 1664, 1692,
1700

Detection Submodel 53, 56, 57, 121, 157, 156, 154, 158, 161,
168, 173, 174, 206, 342, 220, 224, 292,

293, 513, 565, 589, 616, 729, 827, 908,
909, 918, 963, 972, 984, 985, 1020, 1058,
1087, 1184, 1257, 1265, 1266, 1379, 1408,
1412, 1414, 1442, 1552, 1556, 1558, 1560,
1582, 1621, 1661, 1690, 1704

Search Submodel 23, 30, 57, 83, 84, 148, 150, 169, 170,
172, 173, 174, 177, 178, 179, 217, 223,
390, 394, 435, 503, 626, 720, 724, 797
920, 939, 940, 941, 952, 993, 1100, 1173,
1196, 1264, 1309, 1310, 1311, 1312, 1337,
1465, 1479, 1581, 1585, 1641, 1642, 1676,
1677, 1678, 1703, 1705, 1710, 1738

Atmospheric Model 20, 21, 25, 32, 36, 58, 147, 185, 186,
188, 187, 189, 207, 208, 219, 457, 1095,
1097, 1184, 1293, 1329, 1348, 1408, 1612,
1617, 1623, 1638

Terrain Subodel 79, 81, 827, 1379, '516, 1652

Mission Parcaters 529, 790, 823, 923, 924, 947, 1079, 1089,
1128, 1.250, 1286, 1323, 1426, 1429, 1468, ,
1527, 1590, 1616, 1622, 1662, 1698
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Validation Data - Flight 3, 15, 24, 28, 31, 33, 37, 55, 78, 80,
93, 94, 122, 166, 169,170, 193, 216, 249,
254, 346, 394, 441, 502, 513, 523, 611,
632, 719, 723, 725, 731, 733, 735, 812,
850, 851, 852, 853, 854, 855, 856, 857,
858, 859, 860, 861, 862, 863, 864, 865,
866, 867, 871, 880, 881, 1131, 1182,
1183, 1251, 1370, 1453, 1520, 1566, 1593,1600, 1615, 1684, 1685, 1686, 1687, 1688.

1689, 1692. 1731

Navigational 46, 47, 192, 193, 727, 730, 1000, 1015,
1105, 1106, 1107, 1108, 109, 1110, 1218,

1261, 1262, 1277, 1282, 1383, 1546, 1594,
1659, 1701, 1702, 1730

Sensor Submodels 14, 2, 48, 51, 53, 54, 67, 70, 69, 71,
88, 100, 101, 102, 122, 124, 133, 135,
140, 172, 198, 375, 487, 866, 976, 988.
989, 1068, 1123, 1125, 1166, 1175, 1177,
1184, 1288, 1289, 1290, 1408, 1431, 1432,
1502, 1506, 1509, 1510, 1511, 1512, 1522,
1532, 1714, 1721

Operator Submodel (Psychophysical) 22, 182, 252, 253, 944, 1003, 1290, 1305,
1352, 1379, 1400, 1401, 140A, 1414, 1462,
1535

Inherent Contrast 1194

Training 5, 141

Johnson Criterion 142, 200, 841, 840, 843

Multi-Spectral 16, 181, 257, 277, 649

Hulti-Sensor - Ifulti-Display 305, 425, 473, 687, 866, 1288, 1289,

1408, 1476, 1503, 1533

HultioThr~t 1210, 1625, 1662, 767, 890

Clutter Variable 29, 64, 73, 160

Validation Data - Simulator 38, 166, 180, 525, 526, 651, 652, 656,
659v 1102, 1326, 1416, 1417, 1431, 1456.
1463, 1467, 1501, 1502, 1503, 1506, 1509,
1510, 1511, 1512, 1513, 1515, 1517, 1518,
1602, 1624, 1638, 1662, 1731, 1732, 1733,
1734, 1735

Weather Submodel 39, 816, 1408
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Cueing Variable 18

Motion 27, 650, 1071

Resolution Sensitlve 63

Automatic Methods 26, 29, 218, 341, 345, 350, 463, 596,
648, 674, 702, 894, 990, 992, 1011, 1012,
1039, 1069, 1162, 1171, 1181, 1247, 1332,
1333, 1389, 1470, 1540, 1559, 1589, 1603,
1620

Fatigue and Vigilance 30, 65, 660 1104

Flares 201, 208, 209, 225, 226, 283, 284, 320,
323s 357, 384, 395, 397, 427, 428, 429,
430, 481, 522, 530, 623, 683, 684, 706,
716, 758, 759, 760, 761, 762, 763, 765,
766, 806, 836, 838, 882, 891, 910, 900,

*981, 982, 983, 986, 987, 1030, 1031,
1032, 1036, 1063, 1138, 1202, 1477,
1524, 1538, 1610, 1611, 1663
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GLOSSARY

The following definitions are pertinent target acquisition
terms as used in this source book. Three primary sources were used
to develop this glossary of terms:

(1) U.S, Joint Chiefs of Staff Publication I - Department
of Defense Dictionary of Military and Associated Terms, (use is
mandatory by Department of Defense Directive 5000.9).

" (2) U.S. Joint Test Project Plan of Combat Air Support
Target Acquisition Progrm SEEKVAL, July 1973.

(3) Definitions developed by the authors.

ACQUISITION - The process of detection, recognzition and/or identifi-
cation of a target in sufficient detail to permit the effective em-
ployment of a weapon against a target. A generic t-rm covering all
aspects of targeting.

ACQUISITION, AIDED VISUAL - Acquisition by eaas of direct-viewing
optical devices or by means of devices that present target inform-
ation to an observer on a separate display.

ACQUISITION, DIRECT VISUAL - Acquisition by use of the unaided eye.

ACQUISITION SYSTEF1 - A system that assists an observer in one or more
of the target acquiantion tasks of detection, identification, ov
localization.

ACUITY-VISUAL - In goneral, the ability of the eye to see fine detail.
At least five types are of interest in target acquisition.

a. Minimum visible refers to the ability to see a
point cource of light. It is a function of
intonsity.
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b. Minimum percept ibe, also called spot detection,
is the ability to see small objects against a
plain background. Size, brightness, and con-
trast are determining factors.

c. Minimum separable, also called gap resolution,
refers to the ability to see objects as separate
when they are close together. '

d. Vernier is the ability to recognize that two
lines drawn end to end are slightly offset from
each other.

e. Stereoscopic is the primary binocular ability of
the eyes to determine which of two objects is
closer; also called depth perception.

ALBEDO - The fraction of the incident energy which is reflected by an
object in the entire spectrum from the ultra-violet to the far infra-

(red.
ANGULAR SUBTENSE - Angle subtended by an object at the observer's
eye or sensor's optics.

ATTENUATION - Decrease in intensity of a signal, beam, or wave as a
result of absorption of energy and of scattering out of the field of
view of a detector, but not including the reduction due to geometric
spreading.

BRIGHTNESS - The perceived intensity of light; the sensation as dis-
tinguished from the photometric quantity, luminance. See also
LM INANCE, LUMINOSITY, and ILLUMINANCE.

CAMOUFLAGE - Use of concealment and disguise to mirlmize the possibility
of detection and/or identification of troops, materiel, equipment,
and installations. It includes, taking advantage of the natural on-
vironment as well as the application of natural and artificial material.

CHROMATICITY DIAGRAM - A diagram on which the color of an object may
be specified in terms of the relative amounts of its constituent pri-

CLOSE AIR SUPPORT - Air attacks agaInst hostile targets that are in
close proximity to friendly forces and that require detailed in-
tegration of each air mission with the fire and movement of those
forces.
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CtUTTER - Objects, natural or artificial in the general area of the
target other than the target which tend to hinder target acquisit on
because of their perceived similarity to the target,

COLOR CONTRAST - A difference in color between the target and ita
background, which may be obtained from a cbromaticity diagram hav-
ing experimentally determined contours of equivalent contrast.

COMBAT AIR SUPPORT - Air attacks against hostile targets that are in
close proximity to friendly forces or against more remote targets on
the battlefield that can contribute to the outcome of a battle; does
not include interdiction.

CONCEALMENT - Protection of a target from observation.

CONES - The receptors for the optic nerve, located in the retina and
concentrated in the fovea and macula, which are concerned with sharp
vision, high ambient light, and color vision. See also RODS.

CONTRAST, APPARENT - For a given range, the difference between the
luminance of a target and the luminance of the background, divided by
the luminance of the background; includes the effects of atmospheric
attenuation.

CONTRAST, INHERENT - For luminance measurements taken close to the
target (to avoid the effects of attenuation by the atmosphere), the
difference between the luminance of a target and the luminance of
its background, divided by the background luminance.

CRITICAL FUSION FREQUENCY - The rate of presentation of successive
light stimuli which is necessary to produce complete fusion and to
have the effect of continuous illumination, sometimes called critical
flicker frequency.

CUE - An item, feature, or signal that enhances target detection or
acts as an indication of the nature of the object perceived.

CUEING DEVICE - A device that receives and displays cues to an
observer.

bETECTION - The determination that :i object classifiable a a.....
has been seen, i.e., the decision that a possible target is present
in the scean being searched.

DIFFRACTION - A modification of light, which occurs when the light
passes by the edge of an opaque body or through narrow slits, in
which the rays appear to be.deflected, producing fringes of parallel
light and dark or colored bands.
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DYNAIIC INGE - The portion of the electro-magnetic spectrum over
which a senoor can sense energy.

ELECTRO-OPTICAL SENSOR - A detector of electromagnetic energy that
senses radiation from in the ultra-violet, thru the visible and
infra-red region of the electromagnetic spectrum.

EMISSIVITY - The emissive power of a radiating surface expressed as a
fraction of that of a black-body surface at the same temperature.

EXTINCTION COEFFICIENT - The sum of the absorption coefficient and
the scattering coefficient for a medium that both absorbs and scatters
radiation.

FLIGHT PROFILE - The flight path, airspeed, and altitude of an air--
craft as a function of time.

FLIR - Forward Looking Infra-Red, an acquisition system originally
designed to look forward from an aircraft, that senses radiation in
either the 3 to 5 or 8 to 14 micron wavelength region of the electro-
magnetic spectrum and converts the scene into a visible display.

4

FOVEA - The retinal region of the eye that contains only cones; it
is the area (approxiLately 1.5 degreee) that mediates the highest
degree of visual acuity.

GAIN - The ratio of an obtained signal size to its input imount, i.a.,
the ratio of output amplitude to input amplitude.

GAMMA - The system luminance transfer function of a CRT display; the
relationship between the input scene gray scale characteristics and
the corresponding displayed gray scale.

GLARE - Any brightness within the field of vision of such character as

to cause discomfort, annoyance, interference with vision, or eye fatigue.

a. Direct - Glare caused by a light source in the
visual field.

b. SRecular - Reflected concentrated light as
distinguished from diffused light; caused by
tefidalfog bright aurfaces.

GLINT - A bright flash of light reflected from the target.

GROUND ILLUMINATION - The luminous flux falling on a unit area of the
ground from the sun, sky, moon, etc.; expressed in lumens per square
meter.



.A'I'ADS UP DISPLAY (IIUD) - A display which in projected onto a normal
combining glass to provide a pilot with flight, weapon system, or
targeting information.

ILLUMINANCE - The total light flux incident to an area or surface,

LASER DESIGNArOR - A device capable of marking a target with a
laser spot oncu the target has been acquired.

LASER SEEKER - An acquisition system capable of detecting a laser spot;
not used -in this book to refer to weapon-mounted seekers.

LIMINAL DETECTION - Detection under conditions where the probability of
success is 0.50.

LOW LIGHT LEVEL TV (LLLTV) - A sensing system that responds to low
intensity radiation in the visible t-gion of the electromagnetic

-spectrum and electronically amplifies that radiation so that it is
visible on a CRT.

LUMINANCE-. The photometric term corresponding to radiance; specifies

o* the amount of luminous flux radiated from an extended body per solid

angle and per projected area of radiating surface; expressed In lumens
per steradian per square meter.

MASKING - The concealment or partial concealment of a target from view.
Targets are masked by natural or artificial features.

MICRODENSITO.ETER - At, instrument fr measu, ing the optical density
of very small areas of photographic film, or any other material.

MODULATION TPANSFER FUNCTIOZ - A characterization of an acquisition
system in the spatial frequency domain - - specifically, the =gni-
tude of the Fourier Transform of the line spread function (the line
spread function describes the display output of an acquisition system
viewing an extremely narrow stralght line).

MODULATION TRANSFER E:UNCTION AREA - The area between the modulation
transfer function curve of an acquisition system and the threshold-

of-detectability curve of an observer.

MULTISPECTRAL SENSOR - An acquisition system that senses radiation in
two or more regions o" the electromagnetic spectrum.

NADIR - A point of ground reference located directly below the centreid
., of the aircraft.
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NANOMETER - A unit of measure corresponding to I X 10-9 meters. Former-
ly termed millimicron.

NAP-OF-THE-EARTH FLIGHT - Flight performed as close to the earth's sur-
face as vegetation and obstacles will permit and generally following
the contours of the earth. Airspeed and altitude are varied as in-
fluenced by the terrain, weather and the enemy situation.

NEAR REAL-TIKE - An information processing technique in which sensor
data are processed and displayed with a time lag between sensor input
and display.

NEPH'1:LiTER - An instrument that estimates the atmospheric extinction
coeff -ient by shining a light through a sample of air and measuring
the toLal amount oZ scattered light.

OBSERVER - One who acquires and designates targets; includes forward
ground observers, aerzscouts, forward air controllers, and other air-
craft crew members.

OCCULOlETER - An instrument that tracks the movement of an observer's
eye.

OFFSET - The cross-range distance of a target from the aircraft flight
path.

PAPAFOVEAL VISION - Peripheral vision.

PATH LUMNANCE - The amount of luminous flux scattered into the litte
of sight of an observer.

PFRCEPTUAL FISBEDDDEDNSS - The degree to which a target apperrs to be
cart of a larger area, either background er fore'round, thus provid-
ing a pattern which is dtfficul. to detect or recognize as a target.

PHOTOMETER - Ln instrulneat tt=t measuvee radiation in the visible

spectrum,

P11OTOrIC VISION - Vision medieted by the ccmen vystem of receptors.

POP-UP M0.UUVER - A flight maneuver in which the aircraft moves
vertically from defilade to an unmaoked condition, than returns to
defiladn. This maneuver ma7 be performed wih or without forward
airspeeC.

PSEUDOTARGET - An oblact or imag_ that viipht be mistaken for the true
target; a group of pseddocargets eppearin8 Ini a scene constitutes
a form ;f ctutter.
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iPYIRANOMTMR - An instrument which meatiurol aun and sky radiation giving
tie urface illumination.

PYRiiELIOF TI',R - An instrument which measures the radiation from the sun.

ILADIANCE - The radiometric term specifying the amou;it of power radiated
from an extended body per solid angle and per projected area of radiat-
ing surface; expressed in watts per atoradian per square meter.

RASTER - A TV or linencanner method of conotituting a scene by paint-
ing successive lines on a CRT, i.e., the characteristics of such a
sampled scene or the lines themselves whdn combined into a picture
duo to the ability of the tube to retain illumination by fluorescence.

RFAL-TIM, - Sensing, data processing, and display of information that
occurs essentially at the time the event occurs.

RECOGNITION .- The decision that an object detected can be specified
an a particular object or member of a particular class of objects.

REFLECTANCE - The ratio of the flux refl)eted from a surface to the
total flux incident upon that surfacol varies according to the wave-
length of the incident light.

RESOLUTION - A measure of the smallest detail that a system can
discriminate; often expressed as an angle in railliradians or minuteg
of arc,

RETINA - The innermost coat of the back part of thie eyeballp con-
iating of cello sensitive to light.

ROD - A light zensitivo cell in the rotina and conaentrated on the
periphery of. che fover. It is tile only photoreceptor functioniiig
under low levels of illumination.

SCOTOPIC VISION - Vision mediated by the rod system of receptors;A I"NWilt" vision.

SEAILITY - Tho distance (slant range) iit which a sensor (esg,human eye, photometer# radiometer, photograph, TV camera, etc.)

is able to see (recognize or lock onto) A target through the inter-
vening atmosphore which may contain clouds, haze, smol, fog.
p,,CI,1; ,,,.on or: dust,

SIONAI,-TO-OIE RATIO - The -atio of tie peak-to-paak amplitude
of 6 signal to th rms amplitudt of the noine superimposed on the
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SKY-GIROUNI) LUMINANCE RATIO - The ratio of the luminance of the sky to
the luminance of the ground.

SKY LUMINANCE - The luminance of the sky at the horizon as measured
in the same direction as the observer's line of sight.

SLANT .LNGI - The range from the observer directly to the target
along tho line of sight.

SLANT RANGE OF VISIBILITY - The slant range for which the contrast
between an object and its surrounding is equal to the threshold
contrast of the human eye.

SNRD - The actual signal to noise that is displayed on the face of
a CRT; it includes the inherent SNR of the system plus that noise
added by the characteristics of the CRT.

SPECTRAL SIGNATURE - The unique radiation of a specific object by
which it may be possible to classify the object as a target or
nontargot,

SUN ANGLE - The angle between the line from the sun to the target
- and the line from the target to the observer or also with respect

to the horizon and true north.

TIIRESIIOLi) - The amount of signal required to cause a sensor to

respond to that signal. In paychophysics, a probabilistic concept
often defined as the amount of energy required for a subject to

detect- a stillulun on 50 percent of the trials.

TILA1NSHITTANCE - A factor less than one, describing the amount of

light from- an object that is transmitted through the atmosphere
(i.e., not scattered or absorbed).

TURBIDtTY - A coefficient which gives the total extinction of solar

radiation hy haze in a vertical column through the atmosphere.

VISUAL ANGLE - The angle subtended by an object in the visual field

at the tnodal point of the eye. This angle determines the size of

the imaSo on the retina.
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